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Abstract: Most models for prediction of the
stock market focus on individual securities. In this
paper we introduce a rank measure that takes into ac-
count a large number of securities and grades them
according to the relative returns. It turns out that
this rank measure, besides being more related to a real
trading situation, is more predictable than the individ-
ual returns. The ranks are predicted with perceptrons
with a step function for generation of trading signals.
An optimizing decision support system for stock pick-
ing based on the rank predictions is constructed. The
object function for the optimization is the Sharpe ratio
for a simulated trader. The trading simulation is exe-
cuted in a general purpose trading simulator ASTA.
The trading results from the Swedish stock market
show significantly higher returns and also Sharpe ra-
tios, relative the benchmark.

Keywords: portfolio management, rank, stock
prediction, perceptron, decision support, Sharpe ra-
tio.

1 Introduction

The returns of individual securities are the pri-
mary targets in most research that deal with the
predictability of financial markets. In this paper
we focus on the observation that a real trading sit-
uation involves not only attempts to predict the
individual returns for a set of interesting securi-
ties, but also a comparison and selection among
the produced predictions. What an investor really
wants to have is not a large number of predictions
for individual returns, but rather a grading of the
securities in question. Even if this can be achieved
by grading the individual predictions of returns, it
is not obvious that it will yield an optimal decision
based on a limited amount of noisy data. In Sec-
tion 2 we introduce a rank measure that takes into
account a large number of securities and grades

them according to the relative returns. In Section
3, perceptron models for prediction of the rank
are defined and historical data is used to estimate
the parameters in the models. Results from time
series predictions are presented. The predictions
are used as a basis for a decision support system
for stock picking described in Section 4. The sur-
prisingly successful results are discussed. Section
5 contains a summary of the results together with
ideas for future research.

2 Defining a Rank Measure

The k-day return Rk(t) for a stock m with close
prices ym(1), ..., ym(t1) is defined for t ∈ [k +
1, ..., t1] as

Rmk (t) =
ym(t)− ym(t− k)

ym(t− k) . (1)

We introduce a rank concept Amk , based on the
k-day return Rk as follows: The k-day rank Amk
for a stock sm in the set {s1, ..., sN} is computed
by ranking the N stocks in the order of the k-day
returns Rk. The ranking orders are then normal-
ized so the stock with the lowest Rk is ranked −0.5
and the stock with the highest Rk is ranked 0.5.
The definition of the k-day rank Amk for a stock m
belonging to a set of stocks {s1, ..., sN}, can thus
be written as

Amk (t) = −0.5+
(#{Rik(t)|Rmk (t) ≥ Rik(t), 1 ≤ i ≤ N}− 1) 1N

(2)

where the # function returns the number of el-
ements in the argument set. This is as integer
between 1 and N . Rmk is the k-day returns com-
puted for stock m. The scaling between −0.5 and
+0.5 assigns the stock with the median value on
Rk the rank 0. A positive rank Amk means that
stock m performs better than this median stock,



and a negative rank means that it performs worse.
This new measure gives an indication of how each
individual stock has developed relatively to the
other stocks, viewed on a time scale set by the
value of k.

The scaling around zero is convenient when
defining a prediction task for the rank. It is clear
that an ability to identify, at time t, a stock m, for
whichAmh (t+h) > 0 where h > 0, means an oppor-
tunity to make profit relative to a bench-mark in
the same way as identifying a stock, for which the
return Rh(t + h) > 0. A method that can iden-
tify stocks m and times t with a mean value of
Amh (t+ h) > 0, can be used as a trading strategy
that can do better than the average stock. The
hit rate for the predictions can be defined as the
fraction of times, for which the sign of the pre-
dicted rank Amh (t+ h) is correct. A value greater
than 50%means that useful predictions have been
achieved. The following advantages compared to
predicting returns Rh(t+ h) can be noticed:

1. The benchmark for predictions of ranks
Amh (t + h) performance becomes clearly de-
fined:
A hit rate > 50%, for the sign of Amh (t+ h)
means that we are doing better than chance.
When predicting returns Rh(t+h), the gen-
eral positive drift in the market causes more
than 50% of the returns to be > 0, which
means that it is hard to define a good bench-
mark.
A positive mean value for ranks which were
predicted positive (and a negative mean
value for predicted negative ranks) means
that we are doing better than chance.When
predicting returns Rh(t+h), the general pos-
itive drift in the market causes the returns
to have a mean value > 0. Therefore, a mere
positive mean return for predicted positive
returns does not imply any useful predicting
ability.

2. The rank values A1k(t), ..., A
N
k (t), for time t

and a set of stocks 1, ...,N are uniformly
spread between −0.5 and 0.5 provided no
return values are equal. Returns Rmk , on
the other hand, are distributed with sparsely
populated tails for the extreme low and high
values. This makes the statistical analy-
sis of rank predictions safer and easier than

predictions of returns. The effect of global
events gets automatically incorporated into
the model. The analysis becomes totally fo-
cused on identifying deviations from the av-
erage stock, instead of trying to model the
global economic situation.

3 Predicting the Ranks

For a stock m, we attempt to predict the h-day-
rank h days ahead by fitting a function gm so that

Âmh (t+ h) = gm(It) (3)

where It is the information available at time t.
It may, for example, include stock returns Rmk (t),
ranks Amk (t), traded volume etc. The prediction
problem 3 is as general as the corresponding prob-
lem for stock returns, and can of course be at-
tacked in a variety of ways. Our choice in this
first formulation of the problem assumes a depen-
dence between the future rank Amh (t+h) and cur-
rent ranks Amk (t) for different values on k. I.e.:
a stock’s tendency to be a winner in the future
depends on its winner property in the past, com-
puted for different time horizons. This assump-
tion is inspired by the autocorrelation analysis in
Hellström [5], and also by previous work by De
Bondt, Thaler [2] and Hellström [3] showing how
these dependencies can be exploited for prediction
and trading. Confining our analysis to 1, 2, 5 and
20 days horizons, the prediction model 3 is refined
to

Âmh (t+ h) = gm(A
m
1 (t), A

m
2 (t), A

m
5 (t), A

m
20(t)).

(4)

The choice of function gm could be a complex neu-
ral network or a simpler function. Our first at-
tempt is a perceptron, i.e. the model is

Âmh (t+ h) =
f(pm0 + p

m
1 A

m
1 (t) + p

m
2 A

m
2 (t) + p

m
3 A

m
5 (t) + p

m
4 A

m
20(t))

(5)

where the activation function f for the time being
is set to a linear function. The parameter vec-
tor pm = (pm0 , p

m
1 , p

m
2 , p

m
3 , p

m
4 ) is determined by

regression on historical data. For a market with
N stocks, N separate perceptrons are built, each
one denoted by the index m. The h-day rank Amh



for time t + h is predicted from the 1-day, 2-day,
5-day and 20-day ranks, computed at time t. To
facilitate further comparison of the m produced
predictions, they are ranked in a similar way as in
the definition of the ranks themselves:

Âmh (t+ h)←−0.5+
(#{Âih(t)|Âmh (t) ≥ Âih(t), 1 ≤ i ≤ N}− 1) 1N .

(6)

In this way the N predictions Âmh (t + h),m =
1, ...,N, get values uniformly distributed between
−0.5 and 0.5 with the lowest prediction having the
value −0.5 and the highest prediction having the
value 0.5.

3.1 Data and Experimental Set-Up

The data that has been used in the study comes
from 80 stocks on the Swedish stock market from
January 1, 1989 till December 31, 1997. We
have used a sliding window technique, where 1000
points are used for training and the following 100
are used for prediction. The window is then moved
100 days ahead and the procedure is repeated un-
til end of data. The sliding window technique is a
better alternative than cross validation, since data
at time t and at time t + k, k > 0 is often corre-
lated (consider for example the returns Rm5 (t) and
Rm5 (t+ 1)). In such a case, predicting a function
value Am1 (t1 +1) using a model trained with data
from time t > t1 is cheating and should obviously
be avoided. The sliding window approach means
that a prediction Âmh (t+h) is based on close prices
ym(t− k), ..., ym(t). Since 1000 points are needed
for the modeling, the predictions are produced for
the years 1993-1997. Results from an extended
analysis can be found in [5].

3.2 Evaluation of the Rank Predictions

The computed models gm,m = 1, ...,N at each
time step t produce N predictions of the future
ranks Amh (t+ h) for the N stocks. The N predic-
tions Âmh ,m = 1, ..., N , are evenly distributed by
transformation 6 in [−0.5, ..., 0.5]. As we shall see
in the following section, we can construct a suc-
cessful trading system utilizing only a few of theN

predictions. Furthermore, even viewed as N sepa-
rate predictions, we have the freedom of rejecting
predictions if they are not viewed as reliable or
profitable1. By introducing a cut-off value γ, a
selection of predictions can be made. For exam-
ple, γ = 0.49 means that we are only considering
predictions Âmh (t+h) such that |Âmh (t+h)| > 0.49.

The results for 1-day predictions of 1-day ranks
Âm1 (t+ 1) for a γ = 0.0 and 0.49 are presented in
Tables 1 and 2. Each column in the tables rep-
resents performance for one trading year with the
rightmost column showing the mean values for the
entire time period. The rows in the table contain
the following performance measures:

1. Hitrate+. The fraction of predictions
Âmh (t + h) > γ, with correct sign. A value
significantly higher than 50% means that we
are able to identify higher-than-average per-
forming stocks better than chance.

2. Hitrate−. The fraction of predictions
Âmh (t+ h) < −γ, with correct sign. A value
significantly higher than 50% means that we
are able to identify lower-than-average per-
forming stocks better than chance.

3. Return+. 100·Mean value of the h-day re-
turns Rmh (t+h) for predictions Â

m
h (t+h) >

γ.

4. Return−. 100·Mean value of the h-day re-
turns Rmh (t+h) for predictions Â

m
h (t+h) <

−γ.
5. #Pred+.Number of predictions Âmh (t+h) >

γ.

6. #Pred−.Number of predictions Âmh (t+h) <
−γ.

7. #Pred. Total number of predictions Âmh (t+
h).

All presented values are average values over time t
and over all involved stocks m. The performance
for the one-day predictions are shown in the Ta-
bles 1 and 2. In Table 1 with γ = 0.00, the
hit rates Hitrate+ and Hitrate− are not signif-
icantly different from 50% and indicate low pre-
dictability. However, the difference between the

1As opposed to many other applications, where the performance has to be calculated as the average over the entire
data set.



mean returns (Return+ and Return−) for posi-
tive and negative rank predictions shows that the
sign of the rank prediction really separates the re-
turns significantly. By increasing the value for the
cut-off value γ to γ = 0.49, the hit rate goes up
to 64.2.0% for predicted positive ranks (Table 2).
Furthermore, the difference between the mean re-
turns for positive and negative rank predictions
(Return+ and Return−) is substantial. Positive
predictions of ranks are in average followed by a
return of 0.895% while a negative rank predic-
tion in average is followed by a return of 0.085%.
The rows #Pred+ and #Pred− show the num-
ber of selected predictions, i.e. the ones greater
than γ and the ones less than γ respectively. For
γ = 0.49 these numbers add to about 2.7% of the
total number of predictions. This is normally con-
sidered insufficient when single securities are pre-
dicted, both on statistical grounds and for practi-
cal reasons (we want decision support more often
than a few times per year). But since the ranking
approach produces a uniformly distributed set of
predictions each day (in the example 80 predic-
tions) there is always at least one selected predic-
tion for each day, provided γ < 0.5. Therefore, we
can claim that we have a method by which, every
day we can pick a stock that goes up more than
the average stock the following day with proba-
bility 64%. This is by itself a very strong result
compared to most published single-security pre-
dictions of stock returns (see for example Burgess
and Refenes [1], Steurer [8] or Tsibouris and Zei-
denberg [9]).

4 Decision Support

The rank predictions are used as basis for a deci-
sion support system for stock picking. The layout
of the decision support system is shown in Figure
1. The 1-day predictions Âm1 (t+ 1) are fed into a
decision maker that generates buy and sell signals
that are executed by the ASTA trading simulator.
The decision maker is controlled by a parameter
vector x. comprising threshold values for two step
functions that generate buy and sell signals from
the rank predictions. The learning element aims
at finding the parameter vector x that maximizes
the mean annualized Sharpe ratio for the simu-
lated trader. The learning period is 1992-1993.

The found optimal x is then used out of sample for
the time period 1994-1997. The ASTA system is
a general-purpose tool for development of trading
and prediction algorithms. A technical overview
of the system can be found in Hellström [4] and
examples of usage in Hellström [3] and Hellström,
Holmström [6]. More information can also be
found at http://www.cs.umu.se/∼thomash. The
rank measure and also the prediction algorithm
described in Section 3 is implemented in ASTA
and therefore the test procedure is very straight-
forward. A transaction cost of 0.15% (minimum
90 Swedish crowns ∼ 10 USD) is assumed for ev-
ery buy or sell order.

4.1 Trading Results

The annual trading profit is presented in Table
3. As can be seen, the performance is very good.
The trading strategy outperforms the benchmark
(the Swedish Generalindex) consistently and sig-
nificantly every year and the mean annual profit
made by the trading is 96.7%. The mean annual
index increase during the same period is 21.2%.
The Sharpe ratio which gives an estimate of a risk
adjusted return shows the same pattern. The av-
erage Sharpe ratio for the trading strategy is 2.6
while trading the stock index Generalindex gives
1.3. By studying the annual performance we can
conclude that these differences in performance is
consistent for every year 1994-1997. Further more,
the number of trades every year is consistently
high (six buy and six sell per week), which in-
creases the statistical credibility of the results.
The trading results are also displayed in Figure
2. The upper diagram shows the equity curves for
the trading strategy and for the benchmark index.
The lower diagram shows the annual profits.

Let us look at possible reasons and mecha-
nisms that may lie behind the good results. In
[7], Lo and MacKinley report on positive cross-
autocovariances across securities. These cross ef-
fects are most often positive in sign and are char-
acterized by a lead-lag structure where returns
for large-capitalization stocks tend to lead those
of smaller stocks. Initial analysis of the trades
that the rank strategy generates, expose a similar
pattern, where most trading signals are generated
for companies with relatively low traded volume.
A positive cross-autocovariances can therefor pro-



vide part of an explanation to the successful trad-
ing results.

5 Conclusions

We have successfully implemented a model for pre-
diction of a new rank measure for a set of stocks.
The shown result is clearly a refutation of the Ran-
dom Walk Hypothesis (RWH). Statistics for the
1-day predictions of ranks show that we are able
to predict the sign of the threshold-selected rank
consistently over the investigated 5-year-period of
daily predictions. Furthermore, the mean returns
that accompany the ranks show a consistent dif-
ference for positive and negative predicted ranks
which, besides refuting the RWH, indicates that
the rank concept could be useful for portfolio se-
lection. The shown experiment with an optimiz-
ing trading system shows that this is indeed the
case. The mean annual profit is 96.7% compared
to 21.2% for the benchmark portfolio, over the
investigated 4-year-period. The risk adjusted re-
turn, as measured by the Sharpe ratio, exhibits the
same relation. The trading system gives a Sharpe
ratio of 2.6 while trading the benchmark portfolio
gives only 1.3.

Of course, the general idea of predicting ranks
instead of returns can be implemented in many
other ways than the one presented in this paper.
Replacing the perceptrons with multi layer neu-
ral networks and also adding other kind of input
variables to the prediction model (4) are exciting
topics for future research.

References

[1] A. N. Burgess and A. N. Refenes. The use of
error feedback terms in neural network mod-
elling of financial time series. In C. Dunis,
editor, Forecasting Financial Markets, Finan-
cial Economics and Quantitative Analysis,

pages 261—274. John Wiley & Sons, Chich-
ester, England, 1996.

[2] W. DeBondt and R. Thaler. Does the
stock market overreact. Journal of Finance,
40:793—805, 1985.

[3] T. Hellström. ASTA - a Tool for Develop-
ment of Stock Prediction Algorithms. The-
ory of Stochastic Processes, 5(21)(1-2):22—32,
1999.

[4] T. Hellström. ASTA - User’s Reference
Guide. Technical Report UMINF-00.16 ISSN-
0348-0542, Department of Computing Sci-
ence Umeå University, Umeå Sweden, 2000.

[5] T. Hellström. Predicting a Rank Measure for
Portfolio Selection. Theory of Stochastic Pro-
cesses, 6(22)(3-4):64—83, 2000.

[6] T. Hellström and K. Holmström. Parameter
Tuning in Trading Algorithms using ASTA.
In Y. S. Abu-Mostafa, B. LeBaron, A. W.
Lo, and A. S. Weigend, editors, Computa-
tional Finance 1999, pages 343—357, Cam-
bridge, MA, 1999. MIT Press.

[7] A. W. Lo and A. C. MacKinley. A Non-
Random Walk Down Wall Street. Princeton
University Press, Princeton, 1999.

[8] E. Steurer. Nonlinear modelling of the
DEM/USD exchange rate. In A.-P. Refenes,
editor, Neural Networks in the Capital Mar-
kets, chapter 13, pages 199—212. John Wiley
& Sons, Chichester, England, 1995.

[9] G. Tsibouris and M. Zeidenberg. Testing
the efficent markets hypothesis with gradi-
ent descent algorithms. In A.-P. Refenes, edi-
tor, Neural Networks in the Capital Markets,
chapter 8, pages 127—136. JohnWiley & Sons,
Chichester, England, 1995.



Table 1: 1-day predictions of 1-day ranks |Â1(t+ 1)| > 0.00

Y ear : 93 94 95 96 97 93-97
Hitrate+ 51.1 53.4 53.3 53.0 52.5 52.7
Hitrate− 51.8 53.6 53.4 53.2 52.6 52.9
Return+ 0.389 0.101 0.155 0.238 0.172 0.212
Return− 0.253 -0.176 -0.094 0.057 0.008 0.010
#Pred+ 7719 8321 8313 8923 8160 41510
#Pred− 7786 8343 8342 8943 8172 41664
#Pred 15505 16664 16655 17866 16332 83174

Table 2: 1-day predictions of 1-day ranks |Â1(t+ 1)| > 0.49

Y ear : 93 94 95 96 97 93-97
Hitrate+ 59.7 65.1 67.9 66.7 61.2 64.2
Hitrate− 52.7 53.2 56.4 59.4 56.7 55.7
Return+ 1.468 0.583 0.888 0.770 0.745 0.895
Return− 1.138 -0.236 -0.402 -0.040 -0.055 0.085
#Pred+ 211 215 218 228 214 1088
#Pred− 222 220 220 234 217 1115
#Pred 15505 16664 16655 17866 16332 83174

Table 3: Trading results for the trading system shown in Figures 1 and 2.

Y ear : 94 95 96 97 Mean Total
Profit 41.7 89.8 170.7 84.7 96.7 1244.5
Index profit 4.6 18.3 38.2 23.8 21.2 111.6
Diff. 37.1 71.6 132.6 60.8 75.5 1132.9
#.trades 630 644 726 582 646 2582
Sharpe 1.2 2.2 4.5 2.7 2.6
Index sharpe 0.1 1.4 2.4 1.4 1.3
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Figure 1: The trading system is based on 1-day rank predictions for N stocks, and a decision maker.
The learning element finds optimal thresholds by optimizing the Sharpe ratio on historical data.
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Figure 2: Performance for the simulated trading with stock picking based on 1-day rank predictions
as shown in Figure 1. The top diagram shows the equity curves while the lower diagram displays the
annual profits. The trading outperforms the benchmark index consistently every year.


