
Thomas HellstrThomas Hellströöm 2001m 2001 11

1
© Thomas Hellström 2001

Optimizing the Sharpe Ratio 
for a Rank-Based 
Trading System 

Optimizing the Sharpe Ratio Optimizing the Sharpe Ratio 
for a Rankfor a Rank--Based Based 
TradingTrading System System 

The The 1010thth Portuguese Conference on Artificial Intelligence, EPIA'01Portuguese Conference on Artificial Intelligence, EPIA'01
dec 2001dec 2001

AIFTSA workshop; AIFTSA workshop; Artificial Intelligence Techniques Artificial Intelligence Techniques 
for Financial Time Series Analysisfor Financial Time Series Analysis

Thomas HellstrThomas Hellströömm
University of UmeUniversity of Umeåå

SwedenSweden

http://www.http://www.cscs..umuumu.se/~.se/~thomashthomash//
email: email: thomashthomash@@cscs..umuumu.se.se

2
© Thomas Hellström 2001

✸✸ An alternative formulation of the An alternative formulation of the 
stock prediction problemstock prediction problem: RANKS: RANKS

✸✸ Statistical investigation of the ranksStatistical investigation of the ranks

✸✸ Predicting ranks with linear modelsPredicting ranks with linear models::
✸✸ Time series predictions Time series predictions 
✸✸ A RankA Rank--based Trading Systembased Trading System

✸✸ ConclusionsConclusions

Overview of the TalkOverview of the Talk
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Individual Stock Returns R(t)Individual Stock Returns R(t)
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The usual approach is to attempt to predict 
the returns R(t) for a stock’s Close prices:

✸ This is a well known difficult problem,
to say the least…

✸ It is not even a complete solution, since we 
want to SELECT from many stocks. Picking 
the stock with the highest predicted return 
is not necessarily optimal.
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Ranking Stock Returns R(t)Ranking Stock Returns R(t)
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✸✸ The stock withThe stock with the the highest highest RR gets rank 0.5gets rank 0.5
✸✸ The stock with The stock with the the lowest lowest RR gets rank gets rank --0.50.5
✸✸ The median stock gets rank 0The median stock gets rank 0
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Nice Things About RanksNice Things About Ranks A(t) A(t) 

✸✸ Predicting the rank is (at least) as good as Predicting the rank is (at least) as good as 
predicting the returnspredicting the returns,, since we want tosince we want to
beat the marketbeat the market

✸✸ Clear benchmark for predictions of Clear benchmark for predictions of AA: : 
hitratehitrate for for the the sign > 50%sign > 50%

✸✸ Uniform distribution (as opposed to the returns Uniform distribution (as opposed to the returns RR))

✸✸ The effect of global events gets automatically The effect of global events gets automatically 
incorporatedincorporated
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OneOne--Day Memory in the RanksDay Memory in the Ranks
(t)A)(tA 11 1  of function a as tabulated +

A1 (t) : -0.45 -0.35 -0.35 -0.15 -0.05 0.05 0.15 0.25 0.35 0.45
Fraction% >0 59.4 52.9 49.1 47.3 48 49.6 49.5 48.2 47.8 46.4
Mean A1 (t+1) 0.067 0.017 -0.005 -0.011 -0.011 -0.004 -0.005 -0.01 -0.014 -0.033
no. of obs. 30878 30866 31685 30837 30434 31009 31258 30539 30951 31550

With With 59.459.4% probability:% probability:
✸✸ The worst performing 10% of the stocks The worst performing 10% of the stocks areare in in 

thethe upper half next dayupper half next day
✸✸ This prediction can be done EVERY day (since This prediction can be done EVERY day (since 

there isthere is always a worst performing 10%)always a worst performing 10%)

207 Swedish stocks 1987-1997
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OneOne--Day Memory in the RanksDay Memory in the Ranks

Data from the Swedish stock market

One curve per year 1987-1997
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How About Predicting Ranks?How About Predicting Ranks?

Task : For each stock m, find a model gm 
that predicts h days ahead:
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where It  is the information available at time t.

Let’s try the previous values of the ranks
themselves as inputs:
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How About Predicting Ranks?How About Predicting Ranks?

The function g may be a neural network, fuzzy
rule base etc. We will start with the following
simple model for one-day predictions:

(t)Ap(t)Ap(t)Ap(t)App)(tA mmmmm
20453221101 1ˆ ++++=+ 1)

10
© Thomas Hellström 2001

A A PerceptronPerceptron for the Predictionsfor the Predictions
Model 1) for each stock m, m=1,…,N
is implemented as perceptrons:
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The N rank predictions are ranked
to cover [-0.5,…, 0.5]:
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year

90 91 92 93 94 95 96 97

training prediction

89

We are shooting at a moving target...
Sliding WindowsSliding Windows
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Results fromResults from
Time SeriesTime Series
PredictionPredictionss ofof
RanksRanks

The ranks are 
predictable ! Selected predictions

We select the extreme
rank predictions:

Significant hit rate:
Good separation
for the positive and
negative predictions
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Real 
trading
ASTA

Decision Support System for TradingDecision Support System for Trading

Rank 
predictors
m=1,…,N
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Learning
element

ASTA
trading
simulator

Sharpe ratio

Decision 
maker

x = 
(buy threshold,
sell threshold,
min cash %,
max trade size %)

Buy !

Sell !

new x

pm

∧∧∧∧
IF Am(t+1)>X1 THEN

IF cash>X3 % THEN
Buy stock m for X4 % of cash

IF Am(t+1)<X2 THEN
SELL  all stock m

∧∧∧∧
IF Am(t+1)>X1 THEN

IF cash>X3 % THEN
Buy stock m for X4 % of cash

IF Am(t+1)<X2 THEN
SELL  all stock m

$ and 
Sharpe 
Ratio

Performance:
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MaximizingMaximizing the Sharpe ratiothe Sharpe ratio

✸✸ The learning The learning aims at aims at findfindinging the parameterthe parameter
vector x thatvector x that maximizes the maximizes the annualized annualized Sharpe Sharpe 
ratioratio SRSR::

where where NN is the number of trading days in a year is the number of trading days in a year 
(we assume zero risk(we assume zero risk--free profit)free profit)

✸✸ A technique for A technique for optimization optimization without derivativeswithout derivatives
is utilized (Jones et.all 1993)is utilized (Jones et.all 1993)

N
NSR

returnsdaily  of std.dev
returndaily  average=
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Trading ResultsTrading Results

The rank-based 
trading system is 
better than index
every year

The rank-based 
trading system is 
better than index
every year
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✸✸ Both profits and Sharpe ratios for the rankBoth profits and Sharpe ratios for the rank--based based 
trading are higher than for the benchmark stock trading are higher than for the benchmark stock 
indexindex

✸✸ The technique scales linearly with the number of The technique scales linearly with the number of 
assets (important)assets (important)

✸✸ Non linear techniques (multi layer Non linear techniques (multi layer perceptronsperceptrons) ) 
could improve the results even furthercould improve the results even further (?)(?)

Mean annual profit %Mean annual profit %

Mean Sharpe ratioMean Sharpe ratio

ConclusionsConclusions
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