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Executive summary

This document is a pre-study for the project Autonomous Navigation for
Forest Machines. The project is part of a long-term vision, of
developing an unmanned vehicle that transports timber from the area
of felling to the main roads for further transportation.

The main goal of the project is to present a working solution for
autonomous path tracking navigation, to be implemented in a vehicle
for operation in forest terrains. The Autonomous Ground Vehicle (AGV)
should operate in two modes: Path Recording, and Path Tracking. In
the Path Recording mode, a human driver drives along the chosen
path, recorded in the computer memory. In the Path Tracking mode,
the computer assumes control over propulsion and steering. The
vehicle then automatically travels along a memorized path. The
operation has to account for unplanned deviations from the path,
caused by imperfect sensing of position, and also by the vehicle sliding
and jumping along the path. Another important part involves detection
of new obstacles appearing on the path. In some cases the system
should stop the vehicle and alert the human operator, who should be
given the option of manually correcting the vehicle position, or giving
the system the green light to go ahead along the original path.

The software and hardware will be installed in a standard forest
machine, selected and prepared in collaboration with the manufacturer.
A first version of the system will be installed and demonstrated on a
smaller-sized robot, specifically purchased for this project. This robot
will also be important for speeding up and simplifying the development.

Construction of Autonomous Ground Vehicles has been an intense
research area for the last decade. A number of successful applications
in agriculture and the mining industry, albeit not commercial, have been
demonstrated. It is reasonable to believe that similar solutions are
relevant for a forest-based AGV. However, the forest environments
have enough peculiarities to make the proposed development project
highly advanced, and full of challenging tasks for research.

The research work will deal with obstacle detection problems, where
cameras, infra-red detectors, and other sensors are utilized to detect
objects close to the vehicle. Another area of research is Path Tracking
and control algorithms that take into account the specific problems
involved in controlling a huge forest machine in a forest environment.

The suggested hardware solution will involve two computers connected
by a high-speed radio-based network. One computer onboard the
vehicle is used for low-level control and sensor interfacing, while the
other, remote computer contains all the high-level parts of the system.
This arrangement is believed to simplify and speed up the development
work significantly.

The suggested software solution involves a behavior-based
architecture, commonly used in modern robotics. The vehicle’s tasks
are defined as behaviors, such as Stay on path and Avoid obstacles.




Each of these behaviors is specified separately and works essentially
reflexively, i.e. the action is a direct function of the current sensor input.
Fuzzy logic is often used to express complex behaviors in a compact
and efficient way.

Safety issues involve avoidance of human injury and damage to
vehicles and environment. These problems will be given the highest
priority in the project. Besides pure research, the project also involves a
lot of engineering work, where existing technology is combined with
innovative research results into a working product.

The preliminary project plan runs over two years. A major part of the
work is assumed to be done by a PhD student financed for two years
within the budget of the project.




Introduction

This document is a pre-study for the project Autonomous Navigation for
Forest Machines. The project is part of a long-term vision of developing
an unmanned vehicle that transports timber from the area of felling to
the main roads for further transportation. The general requirements and
conditions for the development of such a product are not addressed in
this document. Instead, this paper focuses on one of the necessary
components: autonomous navigation, which involves sensing and
moving safely according to a fixed or changing plan in the environment
of the vehicle. A simplified, yet challenging, task is path-tracking
navigation along a path predefined by a human operator. The proposed
project aims at developing a system design, including algorithms and
hardware specifications for such a vehicle.

This report is made up of six main Sections:
* Section 1 contains the objectives and specifications of the project.

* Section 2 includes a survey of a previous research, relevant to the
current project.

* Section 3 contains a brief introduction to relevant parts of modern
robotics, both software and hardware aspects. The presentation
does not include discussions about the specific project or sug-
gested solutions (see Section 5 for that).

* Section 4 describes the target machine and alternatives for choice
of robot development.

* Section 5 presents a suggested preliminary design, both hardware
and software.

* Section 6 presents a time schedule and a plan for successful exe-
cution of the project.




1. Project Objectives

The main goal of the project is to present a working solution for
autonomous path tracking navigation, to be implemented in a vehicle
for operation in forest terrains. The Autonomous Ground Vehicle (AGV)
should operate in two modes: Path Recording, and Path Tracking. In
the Path Recording mode, a human driver drives along the chosen
path, recorded in the computer memory. In the Path Tracking mode,
the computer assumes control over propulsion and steering. The
vehicle then automatically travels along a memorized path. The
operation has to account for unplanned deviations from the path,
caused by imperfect sensing of position, and also by the vehicle sliding
and jumping along the path. Due to these minor deviations, the
autonomous system also has to keep constant track of obstacles such
as trees and stones and avoid them by suitable corrections of the
steering angle. Another important part involves detection of new
obstacles appearing on the path. In some cases the system should
stop the vehicle and alert the human operator who should be given the
option of manually correcting the vehicle position (most likely after
having removed the obstacle) or giving the system green light to go
ahead along the original path. The software and hardware will be
installed in a standard forest machine, selected and modified in
collaboration with the manufacturer. A first version of the system will be
installed and demonstrated on a smaller sized robot, specifically
purchased for this project.

A second goal of the project is production of scientific papers
describing the developed solutions. The papers will be printed as
technical reports and submitted to international conferences in
autonomous systems and related fields.

A spin-off goal of the project is to generate practical and theoretical
know-how in the area of intelligent vehicles off-road. Many aspects of
the development work are of universal value and the project can serve
as a basis for further work within the IFOR framework.




System Requirements

The project objectives described above determine the basic system
requirement:

The constructed vehicle should be able to record a path driven
by a human operator and then autonomously travel along the
memorized path.

Obstacles in front of the vehicle have to be detected and
avoided by the control algorithms.

The developed solution should be demonstrated on a realistic
forest vehicle of the same kind as proposed for the long-term
goal of an autonomous forwarder of timber.

The safety aspects are of highest priority:

The vehicle must be able to identify humans inside a safety
region around the vehicle. In case of positive identification, the
vehicle should immediately halt and alert the operator.

Vehicle stability must be monitored and included in the control
algorithm such that the risk for uncontrolled sliding or turnover is
minimized.

It must be possible to stop the machine by pressing emergency
stop buttons that should be mounted around the rim of the
vehicle.

Bumper switches should be connected to the emergency stop
such that the vehicle immediately halts if the bumpers hit an
obstacle.

Computer failure must be detected by safety electronics (watch-
dog) such that the vehicle automatically stops in case of
software or hardware errors.

Other requirements:

The propulsion control should be designed such that the harm to
the environment is minimized.

The vehicle should be designed such that it, if possible, can
handle difficult light and weather conditions.

The selected sensors and other components should be suitable
for the rough and hard environment in a forest machine

The price of selected sensors and other components should be
as low as possible without compromising any of the other
system requirements.




Safety issues

Safety is by many believed to be the hardest problem in developing
automated unmanned vehicles [Sten01] [Reid98]. The problems to be
addressed involve avoidance of human injury and damage to vehicles
and environment. At Carnegie-Mellon, a system similar to the one
proposed in this project is in development for pesticide spraying to
citrus trees. An agricultural tractor is equipped with GPS, gyroscope,
Doppler radar and four-wheel odometry for positioning and a pair of
cameras for obstacle detection. The stereo camera provide both range
and appearance data which are fed in to a neural network for
classification. Other techniques such as infra-red (IR) are believed to
be necessary for successful detection of humans and other obstacles
in front of the vehicle: “The results are promising, but much more work
is needed in this area”.

Reid [Reid96] reports that barriers against the development of
autonomous machinery already (1996) exist in some places in the US
due to poor decisions on the operation of equipment in the agricultural
sector: [Anonymous, 1998]: “During the last year alone, 3 people have
died and 2 others suffered crushing injuries due to an “operator less”
vehicle running over them”

Murphy and Morrow [MuMo96] reviews sensor types that are available
or need development to improve vehicle safety by sensing human
presence. Combinations of sensor technologies are suggested as
solution to reliable detection of human presence.

One way of addressing the security issue in the current project is to
design the vehicle to be overly cautious when uncertain situations
occur. The vehicle should stop, alert a human operator, and await
manual assistance. The operator can easily decide if it was a false
alarm, and in such case command the vehicle to resume the
autonomous operation. Furthermore, research in techniques for
detection of human beings has to be emphasized during the project.
Uncommon approaches such as infra-red detectors or cameras and
possibly also microphones should be used in combination with
“ordinary” obstacle detection sensors to improve the sensitivity and to
reduce the “false negative” classifications of humans getting
dangerously close to the vehicle.
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2. Previous work

Autonomous land vehicles have been an intense area of research and
development for the last decades. An excellent introduction and
summary of the state-of-the-art is given in [DurrO1]. In this section we
report on successful projects in application areas that relate to the
proposed forest based system we are aiming at.

Forest machines

In our search for research related to our proposed development project,
only one project with similar goals has been found: The ROFOR project
run by Anibal Ollero, University of Seville, Spain. Not much information
are to be found on the project, which has been going on since 1997.
The objective of the project is the design, development and
implementation of a control system for a forest processor machine
(felling, cutting and to heap up). The project also includes the design of
the robot arm and vehicle control system. The latest information
(http://www.esi.us.es/AICIA/2000/inge_e.html) to be found reports:

“In this project a forest processing machine has been partially
automated. Thus, autonomous and teleoperated functions have been
combined in the control system. A distributed control system has been
developed and implemented in the machine. The system can be
implemented by using both cable and wireless communications
between the operator cabin and a PLC in the processing unit. The
teleoperation system integrates the joystick and other devices for
machine operation, and a graphical interface for the visualisation of the
processing functions during operation. The system also includes
functions for machine diagnosis, operator and machine production
control, and communications with a control centre using GSM. The
tasks during 2000 have been mainly devoted to debugging, integration
of the system, and testing.”
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Agricultural vehicles

A lot of research and development with autonomous vehicles for
use in agriculture has been conducted the last decades. The
primary agricultural activities addressed have been harvesting,
mowing and applications of pesticides.

O’Connor et al. at Stanford University [Ocon96] developed a

system for agricultural equipment that follows a preplanned path.
A four-antenna system with Differential GPS (DGPS) provided a
heading accuracy of 0.1 degrees and offset accuracy of 2.5 cm.

A row-following system for harvesting in cauliflower fields was
developed by Marchant et al. [Merc97].

At Carnegie-Mellon Robotics Institute an autonomous vehicle for
cutting forage using vision-based perception on the cut and
uncut regions of crop was developed [OISt96,0I1St97]. The
developed system used DGPS combined with wheel encoders
and gyro data to compute estimates of both position and
attitude. The vision sensing included functions for vehicle
guidance (row-following), “end-of-row” detection, correction of
illumination due to shadows and obstacle detection. An adaptive
Fisher discriminant classifier was used to segment the images in
cut/uncut regions by pixel wise classification based on RGB
values. The obstacle detection was implemented with similar
techniques where each pixel was classified as “normal” or
“abnormal” relative to a training image. The probabilities for a
pixel belonging to the probability distributions constructed from
the training image were used to decide if the pixel belongs to an
obstacle or not. Regions with a large number of such pixels were
identified as obstacles. Three onboard computers were used,
one for image analysis, one for control and one for task
management. A pure pursuit algorithm is used for the path
tracking task.

The accuracy of the GPS position estimate was constantly
monitored. If it fell below a certain threshold (typically 20cm), the
vehicle was halted and resumed operation when the readings
were good again. The length of this break varied between 30
and 120 seconds but did on the other hand not happen very
often [Pila99].

In [NoRe98] computer vision is combined with fuzzy logic,
genetic algorithms and neural networks in a system for “smart
spraying” for weed control and detecting crop growth.
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¢ In [ZhReNo099] a project involving fusion of computer vision,
Kinematic GPS and a fiber optic gyroscope (FOG) is used to
guide an agricultural vehicle following crop rows. The reason to
use Sensor fusion is to combine the good sides of the different
sensor types while avoiding the bad sides. GPS is said to be
affected by reflections from trees and obstructions, computer
vision is affected by soil color and changing light levels while the
FOG is subject to drifting errors. By combining the three sensor
types, a better performing system was achieved.

e The development project for an Autonomous Christmas Tree
Weeder has been initiated with a feasibility report [Have02]. The
aim is to develop a light Christmas tree weeder, that is “superior
to the present heavy ineffective, costly and environmental
detrimental equipment, and can make mechanical weed control
competitive to chemical control*.

In a status report on autonomous guidance of agricultural vehicles,
Reid [Reid98] concludes: “While all of these ideas might appear
very strange to the average farmer, there are few scientific or
technological barriers. Economics and ingenuity will determine
which occur first”.

Mass excavation

Automatic digging is an active field of research. One approach is to let
a human operator select the digging point and to let the autonomous
system take over to complete the dig. Another, more difficult, approach
is to use active sensing and automatically select the dig point. Stentz et
al. [Sten01] developed a fully autonomous 25-ton hydraulic excavator
for loading a truck with soft material such as dirt. The machine uses
laser rangefinders to recognize the truck, detect obstacles and
controlling the digging and loading process. The scanners scan
vertically and are mounted on a pan table swept left and right, thereby
covering all space of interest. According to the authors, the excavator is
a fully operational prototype but is “unlikely to appear commercially as
such, at least not initially”. It does not work under all weather
conditions. The system is able to detect most obstacles, but “could not
be left alone to work a complete shift without incident”. One suggested
way to use it commercially is to demand a human operator to remain
on the machine to monitor for safety, but to let the computer take over
the actual digging/loading. Alternatively, a remote operator could
monitor the work, check plans for repositioning and manually make
corrections when necessary.

13



Mining machines

Mining is an important application domain for autonomous off-road
vehicles. Stentz et al. [StOI99] report on a development of two mining
aids: a system to measure and control forward motion of a continuous
miner, and a system to measure and control the machine’s heading.
Both measures are important to ensure high cutting quality of the coal.
The heading task is solved by Kalman fusion of a fiber-optic gyro with a
laser/camera system. The motion is computed by correlating stereo
images of the roof of the mine, taken with a short delay.

A recent project, reported in [ACFRO01], use a scanning laser to detect
guideposts located on the side of the haul road. The system aims at
determining safe manual driving control of large haulage vehicles.

Cross-country vehicles

In [LaR094] the development of an autonomous off-road vehicle is
presented. The vehicle manages to travel autonomously for one
kilometer through unmapped cross-country terrain. The perception is
performed by a 2-dimensional laser range finder that acquires 64x256
range images at 2Hz. Position is obtained by combining readings from
INS and odometry (see Section 3 for more information). The ranges
from the laser range finder are used to update a map of the ground,
with cells corresponding to 20x20 cm squares. The squares are
classified as traversable or non-traversable depending on the
distribution of height information within each cell.

Singh and Digney [SiDi99] report on a the construction of an
autonomous cross country vehicle involving navigation and obstacle
avoidance using stereo vision combined with laser ranging. Also,
functions for on-line global planning are included, such that the vehicle
can backtrack and chose locally sub optimal routes to achieve a long
term benefit.

In [ZhLi98], a vision system with a single binocular camera is used for
stereovision. In this way optical and electrical identities of an image pair
is guaranteed and the correspondence problem is greatly simplified.
The technique is demonstrated with real-time obstacle avoidance.

14



Space robotics

Autonomous vehicles are, for understandable reasons, very attractive
for space expeditions, especially for the unmanned ones. A lot of
research reports in the area are available.

A majority of the reported work employs laser rangefinders [ChAI93,
HeKr93] or proximity sensors instead of stereovision. Positioning is
solved with dead reckoning devices such as odometry (wheel
encoders) or inertial navigation systems.

In [SiHe96], two complementary techniques are used for obstacle
detection. Stereovision provides reliable indications of obstacles but
operates fairly slowly. A laser-based system looks for hazards
immediately in front of the rover and commands emergency stop if any
are detected.

Other related research

The Nomad robot was built to autonomously search for meteorites in
Antarctica. It uses a 3-CCD color camera for detection of possible
meteorites and for obstacle detection. Possible meteorites are placed
in a target database where an A* algorithm is used to plan a path for
collection of the found objects. The final decision weather to collect the
object or not is done by spectrometry analysis. The software includes a
new control architecture, SAS, that integrates sensing, navigation,
classification and mission planning.

[HoSeO01] presents a rule-based Fuzzy Traversability Index that
quantifies the ease-of-traversal of a terrain by a mobile robot based on
real-time image data of terrain characteristics. Examples of
characteristics are slope, roughness, hardness, and discontinuity. The
idea is extended by adding human supervision in the training of the
fuzzy rule base in [HoTu01]. The method can be used to enable off-
road vehicles to make autonomous navigation decisions that guide
them through the most traversable regions of the terrain.

15



Current Research Areas

Technical advances in autonomous off-road vehicles are needed in
three key areas [Sten01]:

Sensor and image processing.

This area is crucial for intelligent vehicles. Just as the approach
with AGVs in general, one should realize that no single sensor is
good for all purposes. Therefore we need to engineer sensors
for particular applications and combine them in multi-sensor
systems.

Machines that can be trained in the field.

The vehicles will not be fully autonomous when they leave the
factory. Instead, it must be possible for the customer to train
them in the field to meet the specific requirements

Human-machine interfaces.

The vehicles wont will need supervision and help with difficult
tasks. Powerful interfaces between humans and computers are
therefore needed to share control in a “symbiotic and productive

L]

way”.

Another area that is often mentioned as very important and overseen in
current research is the safety aspect with dangers for humans being
injured by the autonomous vehicle [Sten01, Reid98].

16



Conclusions

Exemplified above, navigation for AGVs has been an intense research
area for the last decades. A number of applications for outdoor terrain
have been demonstrated. It is reasonable to believe that similar
solutions are relevant for a forest-based AGV. However, the forest
environments have enough peculiarities to make the proposed
development project highly advanced, and full of difficult tasks for
research.

The state-of-the-art in Autonomous Ground Vehicles provides the
necessary technology to develop working systems in many application
areas. The following quote by Durrant-Whyte [Durr01] summarizes the
situation: “...the necessary sensors, algorithms and methods to
develop and demonstrate an operationally viable all-terrain ALV
(Autonomous Land Vehicle) already exist and could be readily
deployed...the successful development of an operational ALV system
will rely on an effective approach to systems engineering.”

However, the fact that no commercially available industrial product
exists to our knowledge indicates that the way to a fully operational
AGV for commercial forest applications is both long and challenging.

Domain specific problems

A lot of experience from similar work, in for example automation of
agricultural machines, can be used as inspiration for the development
of an autonomous forest machine. However, the forest environment
introduces a range of problems and situations that have not been
considered in previous research in other disciplines. This includes but
are not limited to:

¢ Difficult ground conditions (trees, stumps, ditches, sinkage,
skidding, slippage etc.)

e Special types of steering mechanisms (articulated joint steering)
might call for special kinds of control algorithms

e Environmental concern

e Difficult light and weather conditions affect many sensors, in
particular vision systems

e The obstacle detection system has to distinguish between
“ordinary” obstacles such as bushes and small trees and “real”
obstacles such as larger trees, stumps, stones and not least
human beings.

These aspects have to be in focus in all parts of the project since it will
affect the system from the user interface level down to the low level
control of propulsion and steering.
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3. Robotics

This Section contains a brief overview of parts of modern robotics that
are considered important for the project. This includes descriptions of
various sensors, general architectural issues and finally a number of
well-studied sub tasks such as localization and obstacle detection.
However, the problems and possible solutions specific to the current
project are given in Section 5 and not in this Section.

Sensor Technology

Perception is a key part of an autonomous system. The most common
and relevant techniques for the project are described below.

Machine Vision

utilizes cameras mounted on the vehicle to provide information about
the environment. Many reported applications perform classification
tasks with the image data. See e.g. [GeFe97]. In harvesting machines,
it is important to distinguish between crop and soil areas in the images.
Camera data is used to detect uncut regions of crop in [OISt96,01St97]
by color segmentation and classification based on histograms
representing the conditional probabilities for cut and uncut pixels.

The main usage for cameras in the present project would be obstacle
detection and possibly map-based localization [Durr96]. Examples of
image analysis for identification of trees for forest inventory can be
found in [BySi98]. Stereo cameras make it possible to compute
distances to objects. However, stereovision requires carefully
calibrated cameras. This is generally a very tough procedure requiring
lots of time and effort. Stereo perception is often used to build three-
dimensional maps of the environment for proposed lunar rovers, e.g. in
[KrHe95].

Batavia and Singh [BaSi01] describe an obstacle detection
methodology that combines two complimentary methods: adaptive
color segmentation, and stereo-based color homography. Homography
is described as “poor man’s stereo”. Although computationally cheap, it
does not provide true depth information. However, in combination the
two methods are claimed to work well, particularly for environments in
which the terrain is relatively flat and of roughly the same color.

Machine vision can also be used for localization of the vehicle. A
technique inspired by the view-based approach is described in
[MaSa02]. Image data is saved in a database during path recording,
and new images are matched against the database during the actual
path tracking. In this way the position and attitude of the vehicle can be
estimated.
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GPS (global positioning system)

delivers an estimate of the robot’s position by measuring the
differences between time-of-flight for signals from 3 to 12 geo-
stationary satellites. Velocity and heading estimates are also possible
to compute, based on Doppler effect of signals from the satellites. The
velocity measurement accuracy is about 0.1 m/s. Basic GPS receivers
have an position accuracy of around 15 meters 95% of the time. (100
meters if Selective Availability is on). An extended technology is DGPS
(differential GPS) which has an accuracy of around 0.5 meters
[Durr01]. Carrier Phase GPS, Dual frequency GPS and Kinematic
DGPS are capable of delivering a position with errors between 2-20 cm
and an attitude with an error of less than 0.1 degrees [Ocon96,
Reid98]. Regardless of the type of GPS, the technology has limitations
that make a GPS system insufficient as the single position sensor for
an autonomous moving robot. A GPS system is therefore often
combined with INS or odometry. The most common problems involve
[Durr01] obstruction of line-of-sight to satellites, multipath problems and
active jamming from other RF sources.

Inertial navigation system (INS)

measures derivatives of the robot’s position by gyros and
accelerometers. Most equipment contains 3-axis pitch/roll/yaw gyros
and 3-axis pitch/roll/'yaw accelerometers. In this way attitude and
position can be calculated. INS systems are prone to internal drift
problems and must be periodically recalibrated to give full accuracy.
INS systems are often used as a supplement to other position sensors
such as GPS.

Wheel encoders (shaft encoders)

sense the rotation of the steering shaft and wheel axles and convert
these to change in orientation and position. Wheel encoders are often
used for odometry as a backup or supplement to other navigational
sensors such as GPS and INS. Examples of combining GPS with
odometry can be found in [GaRi01]. A vehicle for automated harvesting
is combining GPS, INS and odometry in [PiHa99]. The normal way to
perform this sensor fusion is by Kalman filtering. This is a stochastic
method known to compute the optimal linear predictor from two or
many signals. In [HaHe01] a deterministic approach is combined with
Kalman filtering for sensor fusion of odometry and inertial sensors. This
approach is reported to improve the position estimates significantly
compared with a pure Kalman filter approach.
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Compasses

measure the orientation of the earth’s magnetic field (most often only
the horizontal component) relative to the vehicle and hence be used to
estimate the attitude of the vehicle. Typical techniques are:
gyrocompasses that uses gyroscopes pointing towards the magnetic
north pole and flux-gate compasses that uses a toroidal magnet
suspended in the Earth’s magnetic field. This kind of sensors is very
susceptible to local variations in the ambient magnetic field. Calibration
is therefore essential. Also, compasses are known to be of limited
value close to large metal objects and machine equipment. An
alternative is to use a gyro, which provides a relative measure of the
altitude of the vehicle.

Ultrasonic sensors/sonars

determine distance to objects by transmitting a short pulse of
ultrasound from the sensor. A receiver detects the reflection off objects
ahead of the sensor, and the distance can be computed by measuring
the time that elapsed between emission and reception. The sensitivity
of a sonar sensor is cone shaped (typically 15-30 degrees cone) which
means that the exact position of the object is unknown. However, the
technique is very useful to detect free space, and is commonly used for
obstacle detection in in-doors robotics. Another problem with sonars
are so-called specular reflections. Specular reflections occur when a
sonar beam hits a smooth surface at a shallow angle, and is therefore
not reflected back to the robot, but outwards. Only when an object
further away reflects the beam is a reading obtained, indicating a
bigger free space than actually exists [NehmOOQ]. A typical maximum
range with full accuracy for this kind of sensor is 5 meters (product
information ActivMedia).

Infra-red reflex sensors

are most typically used for distance measurements by transmitting a
modulated infra-red light pulse and measuring the intensity of the
reflection from obstacles nearby. In practice, infra-red sensors can only
be used for detection of objects, not for range measurements
[NehmOO].

Infra-red detectors

measure the infra-red emission from a human body. This kind of
detector is often used in intruder alarms and could be used as an
indication of human presence near the vehicle.
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Laser range finders

also known as Ladar or Laser scanners, work by the same principles
as ultrasonic sensors with the important difference of using near infra-
red light instead of ultrasound. Instead of measuring the elapsed time
between emission and reception, the phase shift of a amplitude-
modulated laser signal can be measured and used to compute the
distance. The resolution and range is greatly improved compared to
ultrasonic sensors and the problem with specular reflections is also
much less pronounced. Typical accuracy is +/-50mm for single 180
degrees scan operations with a resolution of 0.5 degrees. Total range
is between 50 and 150 meters (product information for the SICK laser
scanner). A major limitation with this kind of sensors is the high price.
This has restricted their development and effective use in ALV
(autonomous land vehicles) systems [DurrO1]. Another problem is the
sensitivity to dust, rain and snow.

Millimetre wave radar

promise performance that is not degraded by environmental conditions
such as dust, rain and snow [Sing97,SuKu95, ACFRO01]. It is often
considered to be a better alternative than Laser range scanners for the
out-door automation. In [Clar99], Clark presents an analysis of how
radar signals interact with common objects in typical field robotics
locations. This leads to the development of natural feature extraction
techniques, enabling suitable navigation markers to be identified from
the radar measurements. It is also described how the identified
features may be compiled into a map of the operating area.

Inclinometers

are used to measure the orientation of the gravity vector relative to the
vehicle. In its simplest form they can be implemented as mercury
switches. More sophisticated types measures the tilt and skew of the
vehicle in degrees. Typical accuracy is less than 0.5 degrees. This
sensor type is highly essential since it can avoid serious disasters that
would otherwise be unpredictable for the autonomous vehicle.

Tactile/bump sensors

are used to create a “sense of touch” and are often used as collision
avoidance sensors of last resort. They can either be treated as normal
sensors or they can be wired directly into the low level control of the
vehicle propulsion in such a way that they cause the vehicle to
immediately halt.
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Robotics software architectures

Two major paradigms for construction of intelligent robots and
autonomous systems exist: Hierarchical architectures and Reactive
architectures [Murp00].

Hierarchical systems

A Hierarchical system implements the tasks in a sequential and
procedural way, much in the same way as one traditionally writes
computer programs. The major procedures are often described as
Sense, Plan, Act. The Sense part processes the sensor data and
generate high-level descriptions of sensed objects. The Plan part
normally involves serious modeling of the world and the interaction
between robot and world. The actual planning is then performed in this
model and the computed plan is finally executed in the Act part. Many
drawbacks with this approach have been noted. One such is the fact
that the world has often changed by the time the modeling and
planning phases are completed. Another, more serious, is that the
world simply cannot be modeled accurately since it involves too much
noise and indeterminism.

The drawbacks with the Hierarchical approach are addressed in the
competing paradigm Reactive systems.

Reactive systems

In a Reactive system, the overall task is broken down into goals that
should be achieved. Each task is implemented as a reflexive behavior,
where the robot generates an action as a direct function of the current
sensor data. Maps of the environment are not allowed and state
variables are avoided as much as possible. The function of the
complete system is more described by these behaviors than by a data
flow as in a Hierarchical system.

The approach has successfully been implemented in a number of
AGVs and other robots. The reactive approach has serious drawbacks
as well, one of which is the total lack of memory or internal
representations of the environment.

Hybrid systems

Most real applications use a mix of the two paradigms. These so-called
Hybrid systems can be described by the design principle Reacts when
it can, Plans when it must. The suggested robot architecture in the
current project is essentially reactive, with behaviors responsible for the
obstacle avoidance and path tracking. However, the overall control
mechanisms and the routines for path recording are suitable for a
hierarchical design.
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Coordination

A behavior-based system has to include a coordination unit that
combines and synchronizes the actions suggested by the different
behaviors. Overviews can for example be found in [Arki99] and
[Murp00]. A number of standard methods exist:

The Subsumption Architecture

is priority-based and lets the behavior with highest priority control the
vehicle [Broo86]. This scheme is very fast but doesn’t allow multiple
behaviors to produce a combined action.

DAMN
is an architecture where each behavior votes for or against a set of
actions [Rose97].

Motor schemas
is a technique that performs command fusion by adding vectors
representing the actions suggested by the different behaviors [Arki89].

Fuzzy logic

has also been used to perform command fusion from multiple
behaviors [YePf95, Sera00, SoSh95]. In [HaCa99], fuzzy logic is used
in an autonomous agricultural vehicle for crop following. Fuzzy logic
can also be used to express the actual behaviors in an autonomous
vehicle. An excellent introduction to the entire topic of fuzzy logic for
autonomous vehicle navigation is given in [DrSa01].

Utility fusion

is an approach [Rose98] where each robot state is assigned a
usefulness or utility measure. The utilities are combined with measures
of uncertainty to evaluate actions based on kinematics and dynamics of
the vehicle.
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Obstacle detection

The main task for the perception is obstacle detection, which is
essential for a safe autonomous vehicle. Detecting obstacles implies an
active perception of the environment. Typical sensors for this kind of
task include cameras, millimetre wave radar, and laser rangefinders
[SiHe96]. Laser rangefinders have the great advantage of providing
accurate depth information that has to be computed from calibrated
stereo images if using cameras for the same task. Radar has the
advantage of working better in rain, mist and snow, and also sees
beyond light vegetation such as bushes.

One example of obstacle detection and avoidance with low-resolution
vision modules combined with reactive control can be found in [Lian97].
In [PiHa99, OIlli97] images are used to identify crop lines for automated
harvester. Individual pixels are classified as either cut or uncut and
lines in the images are computed by regression based on these
classified points. Similar techniques are used in [BySi98] to identify
trees in images, such that the diameter of the trees can be determined.

Ultra-sonic sensors are also common sensors for obstacle detection.

While the spatial resolution is rather low (a wide sensitivity cone) they
are useful for determining the existence/non existence of obstacles in
front of the vehicle.

Infra-red detectors can be used to detect human presence by detection
of heat radiating from the human body.
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Localization

Localization involves sensing and/or computing the vehicle’s pose
(position and attitude). This is an extremely important function and has
to be designed for high accuracy and reliable error detection. An
extensive analysis of the area is given in [BoEV96]. In practice, many
sensors are used simultaneously to determine the pose. Sensor fusion
such as Kalman filtering is then used to compute a single best estimate
of position and attitude. Three major sensor technologies are currently
available [Reid98]:

Dead reckoning

This class of techniques provides position and attitude information
without relying on direct environmental sensing. Odometry uses wheel
or shaft encoders measuring the rotation of wheels. By using the
forward kinematic equations for the vehicle, the readouts from the
encoders can be translated into displacements and rotational
information. Unfortunately, odometry will be hard to use in forest
environment. The tires are very soft and have a diameter that changes
with the vehicle load. Also it is common with wheels slipping and
sliding. Yet another problem is the non-flat ground that makes accurate
forward kinematic equations very hard to derive.

Inertial navigation systems measure derivatives of the robot’s position
by gyros and accelerometers. Most equipment contains 3-axis
pitch/roll/lyaw gyros and 3-axis pitch/roll/'yaw accelerometers. In this
way attitude and position can be calculated.

Machine vision

Terrain-navigation methods identify local features or landmarks in the
environment around the robot and use these to aid in localization. The
identification can for example be done with a ladar or a camera. By
comparing terrain features with a constructed map, an estimate of
position and attitude can be computed. Most reported applications have
been using indoor robots [Cour93] but a few outdoor applications also
exist [Durr96]. Vision data is often combined with other sensors to
provide a global position and attitude information. More references can
be found in [DurrO1]. A method inspired by a view-based approach
where images are stored in a database for look up and localization is
described in [MaSa02].

In [JeCh01], information from a laser scanner and odometry is
combined with a Kalman filter to form an estimate of attitude of the
vehicle. In [SeHa01] a laser scanner is used to estimate relative
movements that can be used for dead reckoning during GPS dropouts.

Satellite-based triangulation

One of the easiest ways to perform localization is to use a high-quality
GPS. Many advanced improvements of the basic idea of performing
triangulation of radio-signals from a number of geo-stationary satellites
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have been presented. Carrier Phase GPS, Dual frequency GPS and
Kinematic DGPS are capable of delivering a position with errors
between 2-20 cm and an attitude with an error of less than 0.1 degrees
[Ocon96] [Reid98]. The situation in forest environment is not clear and
has to be investigated. In any case, it is well known that there are
serious limitations that make a GPS system insufficient as the single
position sensor for an autonomous moving robot. It is therefore often
combined with machine vision, INS or odo