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MG-PRIFAIR: MULTIMODAL REVIEW GENERATION

with Privacy and Fairness Awareness

We introduce MG-PriFair, a multimodal neural-based framework, which generates personalized reviews with privacy and fairness awareness. We propose a novel
differentially private (dp)-embedding model for training privacy guaranteed embeddings and an evaluation approach for sentiment fairness in the food-review
domain. Experiments show that MG-PriFair is capable of generating plausibly long reviews while controlling the amount of exploited user data and using the least
sentiment-biased word embeddings. To the best of our knowledge, we are the first to bring user privacy and sentiment fairness into the review generation task. The
dataset and source codes are available at https://github.com/ReML-AI/MG-PriFair.
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Speer (2017b).
Our proposed personalized review generation model (PRGen).

reviews in comparison to ground-truth of MG-PriFair.
Table 3: Voting results of User Study.
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