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1. Introduction
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Who are we?

• Umeå University, Sweden
– Central north of Sweden
– http://cs.umu.se
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http://cs.umu.se/


Introduction

• Privacy-leakage in data analysis
– Narayanan et al. (2008): De-anonymize users of Netflix 

contest by matching to IMDB users
– Fredrikson et al. (2015): reveal individual faces from the 

training data

Researcher: publish a model to 
predict cancer based on 
genome data.

I can attack this model to 
find who were involved in 
the study.
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• Privacy Issues in Text (1/2):
– Auto Suggestion learns from what you typed?
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12345678

A: what is the wifi password?

uhm … :B

The password is

Conversation’s context

Suggestion words

Current typing …

– Medical Text Data:
• Patient Medical Journals: medical history/logs



Introduction

• Privacy Issues in Text (2/2):
– User Generated Contents (UGC)

• Any form of content: video, blogs, posts, digital 
images, audio files, and other forms of media

– Created by consumers or end-users

• This work:
– Applied and tested on UGC
– But works seamlessly on any user-level text 

data:
• Personal medical records
• Personal Longitudinal Dialog (FB messages, Emails, …)

– E.g., Welch et al., @ CICLing 2019. 7



• Privacy in UGC:
– Contains so much sensitive information
– No one dares to share their UGC data
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Motivation (1/4)

• Sharing pre-trained embeddings:
– On public text data: e.g., Google News, common crawl

• Word2Vec, Glove, FastText, Elmo, BERT etc.

– On private text data?
• Can we do the same for private pre-trained 

embeddings?
• Representation of private-words would otherwise not 

possible without privacy-guarantee: 
– e.g., disease names, dna2vec, etc.
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Motivation (2/4)

• Privacy issues in pre-trained embeddings:
– “You shall know a word by the company it 

keeps” (J. R. Firth 1957:11)
• One of the most successful ideas of modern statistical 

NLP
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??? Prof. NLP UK Speakers

“You shall know a person by the company it keeps”
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Motivation (3/4)

• UGC is good for science:
– 660 publications work on myPersonality, the 

popular UGC dataset for personality prediction
• Machine learning model can predict personality better 

than human.
– Tons of research work on Twitter/Facebook data 

on many important topics:
• Sentiment classification, recommendation, privacy 

detection, social behavior etc.
• In fact:

– 6.7M results from google scholar mentioned Twitter
– 6.17M results from google scholar mentioned Facebook
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Motivation (4/4)

• Research Questions?
– How to learn representation from UGC data 

while protect user’s privacy?

– How to share embedding models trained on UGC 
data for other researchers?

– Will normal differential privacy is enough for 
embedding models?
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2. Methodology
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Background (1)

• Privacy-guarantee data analysis
– Injecting scientific-noise into results [Dwork06]

• State-of-the-art method by definition
• Called: differential privacy (DP)
• Amount of noise controlled by ! (↓! ,↑noise)

• Deciding amount of noise
– Global noise (DP) vs personalized noise (S-PDP)
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DP S-PDP
! = 0.1 ! = 0.1
! = 0.1
! = 0.1

! = 0.5
! = 0.9



Background (2)

• Differential Privacy:
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Background (3): Word2Vec

• Continuous Bag-of-
Words (CBOW) and 
Skip-gram
– Similar in performance

• Thousand times 
faster than Bengio’s
model.
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[Mikolov at mostly.ai/summit]



Differentially Private (DP-) Embedding
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• Adding noise to protect privacy



Personalized DP-Embedding
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3. Evaluations
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Experimental Settings

• On two criteria:
– Word similarity: a standard measurement for 

evaluating word embedding models [15].
– Data utilities: preserve privacy when sharing 

the model for other scholars.

• Datasets:
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Experiment Design

• Changes in semantic space:
– Evaluation metric, we used MAP (mean-

average-precision):
• MAP-Word: evaluates the top similar words at word 

level
• MAP-Char: evaluates the top similar words at character 

level

• Regression task (downstream task):
– E(public): None DP-Embedding
– E(private): DP-Embedding
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Results #1a: semantic space
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Results #1b: semantic space
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Results #2: Downstream tasks
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• Results:
– DP-Embedding gets better or slightly different 

results than the None-DP Embedding
– Best at learning step 20 and 500:

• Better performance with privacy-guarantee (win-win)



4. Conclusions and Future Work
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Conclusions and Future Work

• Key findings:
– Proposed algorithms for learning differentially 

private text representation for UGC sharing.
• Works seamlessly on any personal text data

– Evaluated the algorithms on a realistic UGC 
dataset

– Adding noise to images:

– Adding noise to word embeddings?
• Similar to manipulate with different characters
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Conclusions and Future Work

• Future Work:
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W2V: 2013 Glove: 2014 ELMO: Feb. 2018 BERT: Oct. 2018

dpUGC: 2019 ? ? ?



Questions?
E.g., motivation, application, DP …

Code will be available at: https://github.com/sonvx/dpText/

https://github.com/sonvx/dpText/

