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ABSTRACT
We propose a semi-supervised learning method called Cformer for
automatic clustering of text documents in cases where clusters are
described by a small number of labeled examples, while the majority
of training examples are unlabeled. We motivate this setting with
an application in contextual programmatic advertising, a type of
content placement on news pages that does not exploit personal
information about visitors but relies on the availability of a high-
quality clustering computed on the basis of a small number of
labeled samples.

To enable text clustering with little training data, Cformer lever-
ages the teacher-student architecture of Meta Pseudo Labels. In
addition to unlabeled data, Cformer uses a small amount of labeled
data to describe the clusters aimed at. Our experimental results
confirm that the performance of the proposed model improves the
state-of-the-art if a reasonable amount of labeled data is available.
The models are comparatively small and suitable for deployment in
constrained environments with limited computing resources. The
source code is available at https://github.com/Aha6988/Cformer.

CCS CONCEPTS
•Computingmethodologies→ Information extraction;Neu-
ral networks; Semi-supervised learning settings; • Informa-
tion systems → Computational advertising; Clustering.
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1 INTRODUCTION
Clustering in its purest form refers to unsupervised methods for
dividing a set of 𝑛 data points into 𝑘 so-called clusters, groups of
closely related points. For this, a similarity measure between data
points is required. When the objective is to cluster text documents,
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Figure 1: A conceptual comparison of personalized and con-
textual advertising. The former exploits personal informa-
tion, the latter uses only the news content, thus being less
intrusive.

using the similarity of document vectors given by some standard
model usually does not work very well because of the high dimen-
sionality of these vector spaces [1]. Furthermore, downstream tasks
often require the clusters to carry meaning. An application area in
which this is the case is the one that motivated this work: contex-
tual programmatic advertising. To make clusters reflect intended
meaning, one would ideally want the clustering approach to be
trained on labeled data. Unfortunately, this area is also one in which
large amounts of labeled data are hard to come by.

In programmatic advertising [12], the aim is to fill ad space on,
e.g., a news page, in real time with suitable ads when a visitor
of the site accesses the page. To accomplish this, programmatic
advertising platforms conduct auctions for ad space the moment
pages are accessed. Software agents representing advertisers place
their bids according to their notion of how much the advertising
space is worth, and the ad space goes to the one who wins the
auction. The worth of the ad space is traditionally estimated based
on personal information about the visitor, such as their viewing
history. Contextual advertising is a comparatively new idea that
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challenges this model. It avoids the use of personal information
for both privacy and efficiency reasons by focusing on the content
of the news page to decide how well the ad fits it.1 Here, “fitting”
often does not simply mean that the contents of news article and
ad align. Companies often conduct advertising campaigns during
which they want their ads to be seen (or not to be seen) in contexts
that promote a certain image, regardless of the specific product
being advertized.

Abstractly, each desired context can be understood as a cluster.
These clusters and their descriptions change over time as cam-
paigns are canceled and new ones are set up. Most importantly,
as campaigns may focus on arbitrary aspects, there is typically
little labeled data available. To cope with this situation, we propose
Cformer, a semi-supervised clustering approach that makes use of a
small amount of labeled documents (news articles provided as typi-
cal example contexts for a given advertising campaign) and a larger
number of unlabeled documents (uncategorized news articles).

Cformer is inspired by the recent work of Pham et al. [11] on
meta pseudo labels, an extension of pseudo labeling. The latter
is a successful semi-supervised learning method which resulted
in state-of-the-art performance in many computer vision tasks. It
works by having a pair of networks, a student and a teacher. The
teacher model predicts labels for unlabeled data, so-called pseudo
labels. Then both pseudo labeled data and the original labeled data
are used to train the student. To tackle the confirmation bias (the
student learns to confirm the teacher), the idea of meta pseudo la-
beling is to train teacher and student in parallel, letting the teacher
use the performance of the student on labeled data to predict better
pseudo labels. We transfer this idea to the realm of text cluster-
ing. Also, our Distill-Cformer model departs from using identical
teacher and student architectures. This speeds up training, which is
important for contextual advertising due to the frequently changing
campaigns.

The main contributions of the present work are:
• The proposed Cformer model utilizes meta pseudo labels
for document clustering. The architecture is adaptable to
similar tasks such as document classification and document
retrieval.

• We further introduce Distill-Cformer to confirm the effective-
ness of our proposed architecture on a much smaller neural
model (i.e., DistilBert [13]) for the student, thus considerably
reducing the overall training time.

• We conduct performance tests with two benchmark datasets.
The results of these experiments indicate that Cformer and
Distill-Cformer outperform the state of the art in most cases.

2 RELATEDWORK
Previous work on contextual advertising tried to exploit prior
knowledge (usually in the form of labeled words for each class) or
generating labeled data automatically. Jin et al. [6] model contextual
targeting as a lightly-supervised one-class classification problem.
Their algorithm takes unlabeled documents and the labeled key-
words for the target class 𝑐 as input and returns a classifier 𝑀𝑐

1If someone has recently bought new shoes but they are currently looking at a news
page about self-education, they might not be interested in buying yet another pair of
shoes, but would perhaps be inclined to sign up for online courses (see Figure 1).
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Figure 2: The teacher(left network)-student(right network)
architecture of Distill-Cformer.

identifying documents that belong to class 𝑐 . Jin et al. [5] auto-
matically map the categories in the Interactive Advertising Bureau
(IAB) taxonomy to category nodes in the Wikipedia category graph
and propagate labels across the graph to obtain a list of labeled
Wikipedia documents for training purposes.

We tackle document clustering with limited labeled data by semi-
supervised learning. Such methods add more flexibility to super-
vised approaches by needing only a very small portion of the dataset
to be labeled. Many of the recent approaches in semi-supervised
learning use consistency training on a large amount of unlabeled
data [7, 14]. These methods regularize model predictions to be in-
variant to small levels of noise. Data augmentation methods are
used to enlarge labeled datasets in supervised learning cases when
training data is not sufficient, e.g., in Augmented SBERT [15]. Fur-
ther, these methods can be used to inject noise to data. Xie et al. [16]
investigate the role of noise injection in consistency training and
propose Unsupervised Data Augmentation (UDA) to replace the tra-
ditional noise injection methods by high quality data augmentation
such as back translation of textual data. Chen et al. [3] propose the
data augmentation method TMix that takes in two text instances
and interpolates them in their corresponding hidden space. Based
on TMix they propose MixText, a semi-supervised learning method
for text classification and clustering. MixText predicts labels for
unlabeled data and then uses TMix to interpolate between labeled
and unlabeled data to impose a regularization on the model.

3 METHODOLOGY
Figure 2 shows our proposed approach for semi-supervised clus-
tering. Following the architecture of [11], we have a teacher model



𝑇 with learnable parameters Θ𝑇 (left side in Figure 2) and a stu-
dent model 𝑆 with learnable parameters Θ𝑆 (right side in Figure 2)
that are trained in parallel. The teacher is trained with the Unsu-
pervised Data Augmentation (UDA) objective [16] and feedback
from the student [11]. The UDA objective consists of supervised
loss on labeled data and consistency loss between unlabeled and
augmented data. Additional feedback is the performance of the
student on labeled data (which is assumed to be correctly labeled).
The student is trained with supervised loss on the pseudo labeled
data provided by the teacher. Augmented data is built by applying
text augmentation techniques (e.g., word substitution with the most
suitable word found by ContextualWordEmbsAug [9]) on unlabeled
data. As Figure 2 shows, both the student and the teacher consist of
encoders that map documents to their distributed representations
(transformer and a mean pooling module that computes the aver-
age of the transformer outputs in different positions) followed by a
classifier.

In a first training step, a batch of labeled data (𝑥𝑙 , 𝑦𝑙 ) (track 1○ in
Figure 2), a batch of unlabeled data 𝑥𝑢 (track 3○), and its augmented
version 𝑥𝑎 (track 2○) are fed to the teacher. The cross entropy loss
is computed between labels 𝑦𝑙 and teacher outputs for 𝑥𝑙 :

LosslT = CrossEntropy(𝑦𝑙 ,𝑇 (𝑥𝑙 ;𝜃𝑇 )) .

Unsupervised or consistency loss is computed using 𝑥𝑢 and 𝑥𝑎 . The
consistency loss constrains the model predictions to be invariant to
input noise by forcing augmented samples to have the same labels
as the original data samples. Moreover, to encourage the model to
predict confident low-entropy labels for unlabeled data, we use a
sharpening function over soft predictions for 𝑥𝑢 denoted as 𝑦soft𝑢 .
We utilize the sharpening function used in Chen et al. [3]. Given
soft pseudo labels 𝑦soft𝑢 and a temperature hyper-parameter Temp

𝑦
soft
𝑢 = 𝑇 (𝑥𝑢 ;Θ𝑇 )

𝑦
sharp
𝑢 = sharpen(ysoftu , Temp) = (𝑦soft

𝑢 )
1
𝑇

∥ (𝑦soft
𝑢 )

1
𝑇 ∥

where ∥.∥ is the 𝑙1-norm of the vector. So, the teacher unsupervised
loss is

LossuT = CrossEntropy(𝑦sharp𝑢 ,𝑇 (𝑥𝑎 ;Θ𝑇 )) .

We found it helpful to mask out examples that the current model is
not confident about. So, in each batch, the consistency loss term
is computed only on examples whose highest probability among
clustering categories is greater than an experimentally determined
threshold 𝛽 .

In a second step, the student model learns from pseudo labeled
data annotated by the teacher. The augmented batch 𝑥𝑎 (as a regu-
larization to make the student insensitive to noise) and hard pseudo
labels 𝑦hard𝑢 (cross-point 4○ in Figure 2) are fed to the student. The
student tries to minimize the cross entropy loss between the hard
pseudo labels and its own predictions. The hard pseudo labels 𝑦hard𝑢

are generated by considering the clusters with the highest values
among the soft pseudo labels 𝑦soft𝑢 as the correct clusters. Therefore:

𝑦hard𝑢 = 𝑗 : 𝑦soft
𝑢,𝑗

= max
𝑖

(𝑦soft
𝑢,𝑖

)
Loss𝑙

𝑆
= CrossEntropy(𝑦hard𝑢 , 𝑆 (𝑥𝑎 ;Θ𝑆 )) .

In parallel, the teacher learns from the reward signal of how well
the student performs on labeled data (𝑥𝑙 , 𝑦𝑙 ) (dotted line 5○ from
student to teacher in Figure 2). This loss is calledMeta Pseudo Labels
(MPL) loss. Using the parameters of the student after updating with
Loss𝑙

𝑆
as Θ

′
𝑆
:

LossMPL
T = ∇Θ𝑇

CrossEntropy(𝑦𝑙 , 𝑆 (𝑥𝑙 ;Θ
′
𝑆
)) .

To see how this loss is exactly computed and its derivation equa-
tions, we refer to Pham et al. [11].

Combining the three losses, we get the overall objective function
of the teacher:

LossT = Loss𝑙
𝑇
+ 𝜆𝑢 ∗ loss𝑢

𝑇
+ LossMPL

T

where 𝜆𝑢 is the contribution coefficient of the consistency loss.
Finally, as the student only learns from unlabeled data with

pseudo labels generated by the teacher, we fine-tune the student
(that has converged after training with pseudo labels) on labeled
data to improve its accuracy. Moreover, to increase the generaliza-
tion capability of both student and teacher, we use label smoothing
[10] when computing supervised losses Loss𝑙

𝑇
and Loss𝑙

𝑆
to prevent

the model from overfitting to labeled data.

4 EXPERIMENTS AND RESULT ANALYSIS
We perform experiments with two English text classification bench-
mark datasets: AG News [17] and Yahoo! answers [2]. For Yahoo!
answers, we obtain the text to be clustered by concatenating the
question title, question content and best answer; for AG News we
only utilize the news content (without titles). To be comparable
with our baselines, we randomly sample the same amount of data
as in [3] from the original training sets for our unlabeled and vali-
dation sets and used the original test sets. The dataset statistics and
splits are available in Table 1. To generate augmented data from
unlabeled data, we use the library nlpaug [9]. We substitute text
words based on contextual word embeddings with probability 0.9.

We use MixText [3] together with two of its baselines (BERT [4]
and UDA [16]) as our baseline models and compare our results
against the results for these models as reported in [3]. The BERT
baseline is a BERT-base-uncased model fine-tuned only with the
labeled data for text classification. It consists of a two-layer MLP
(as in our model) on top of the BERT encoder. The UDA baseline
is a PyTorch version of the original UDA model implemented for
GPU by the inventors of MixText.

We consider two variations of our proposed architecture with
different encoder components:

(1) Cformer model: the student and the teacher models both
use the BERT-base-uncased model.

(2) Distill-Cformermodel: the teacher is the same as in Cformer
but the student uses DistilBERT-base-uncased.

The teacher and student models in Cformer have 109.58 million
parameters; the student in Distill-Cformer has 66.46 million param-
eters. We use the BERT-based-uncased tokenizer to tokenize the
text, average pooling over the output of the transformer to aggre-
gate word embeddings into document embedding, and a two-layer
MLP with a 128 hidden size and hyperbolic tangent as its activation
function (the same as in MixText) to predict the labels. Documents
are truncated to their first 256 tokens. Like UDA and MixText, in all



Table 1: Dataset statistics and dataset split. The number of sentences and words are denoted by #s and #w, respectively. The
number of unlabeled, dev, and test data items are given in terms of the number of data items per class.

Dataset Classes Documents Average #s Max #s Average #w Max #w Vocabulary Unlabeled Dev Test

Yahoo! answers 10 1,450,000 6.4 515 108.4 4002 1,554,607 5000 5000 6000
AG News 4 120,000 1.7 20 36.2 212 94,443 5000 2000 1900

Table 2: Experimental results of our proposal models (Cformer & Distill-Cformer) in comparison with SoTA models. Bold
values indicate the highest performance per column.

Dataset Model 10 200 2500 Dataset Model 10 200 2500

AG News

BERT 69.5 87.5 90.8

Yahoo! answers

BERT 56.2 69.3 73.2
UDA [16] 84.4 88.3 91.2 UDA [16] 63.2 70.2 73.6
MixText [3] 88.4 89.2 91.5 MixText [3] 67.6 71.3 74.1
Cformer (Ours) 88.7 89.9 91.8 Cformer (Ours) 66.8 72.0 74.5
Distill-Cformer (Ours) 88.0 90.0 91.9 Distill-Cformer (Ours) 65.2 71.9 74.3

experiments, the labeled and unlabeled batch sizes are 4 and 8, re-
spectively. Both models are trained with the AdamW optimizer [8].
We train our models for 7000 steps (including 50 warm-up steps)
and evaluate them every 500 steps. To avoid overfitting, we use
early stopping with delta 5E-3 and patience 4. We set the learning
rate of the transformer and classifier components in both models to
1E-5 and 1E-3 respectively. After training both models, we fine-tune
the student on the labeled dataset using the AdamW optimizer with
a fixed learning rate of 5E-6 and a batch size of 32, running for 10
epochs. The temperature 𝑇 for sharpening is set to 0.5 for Yahoo
answers and 0.3 for AG News. The confidence threshold 𝛽 is set
to 0.9 and the label smoothing parameter is 0.15 for both datasets.
For the contribution coefficient of unsupervised loss in the teacher
loss function 𝜆𝑢 , we start from 0 and increase it linearly for 6000
steps until it reaches 1. All experiments are run using 4 GPU V100
32GB. With small batch sizes, the model can be trained using other
regular GPUs. Since we kept the same batch size as previous work,
the training process only occupies 16GB of memory per GPU.

4.1 Result Analysis
Table 2 presents our results with Cformer and Distill-Cformer in
comparison with other methods.

Overall performance of Cformer. In comparison with the
current state-of-the-art models, we can observe that ours yield
good performance across the considered datasets. First, our model
outperformed UDA in all experiments. In fact, Cformer achieves
better accuracy than UDA from 0.6% to more than 4% across these
datasets. Since the teacher in our model is trained with the UDA
objective function, this shows the effectiveness of using pseudo
labels and knowledge distillation from teacher to student. Second,
in comparison to MixText, Cformer stably works better on both
datasets unless the number of labeled samples is very small. For
10-shot cases, Cformer achieves better performance on AG News
but worse on Yahoo! answers. In this regard, it is worth observing
that the AG News dataset is easier to learn than the Yahoo! answers
dataset, due to its smaller vocabulary and the smaller number of

documents. Therefore, less labeled data is required to learn how to
classify AG news than for the Yahoo! answers dataset.

Cformer vs. Distill-Cformer. Given the requirement of get-
ting high performance in constrained environments, we are espe-
cially interested in analyzing Distill-Cformer. Generally, it exhibits
on-par performance compared to Cformer even though its student
model is considerably smaller. The gap in performance is less than
0.2% in most cases. This indicates that the size of the model is not a
bottleneck as long as the knowledge distillation works effectively.
Moreover, Distil-Cformer offers faster inference time than Cformer
since its architecture is smaller in size. Specifically, testing on the
Test set of Yahoo! answers dataset with one GPU, the inference time
of Distil-Cformer was 143.5 seconds, which is 2 times faster than
that of Cformer (287.0 seconds). This result again confirmed the
finding of Sanh et al. [13] pointing out that “DistilBERT retains 97%
of the performance with 40% fewer parameters”.

5 CONCLUSION
We have presented Cformer, a teacher-student architecture for semi-
supervised text clustering in contexts where clusters are given by
a limited number of labeled samples. An example application is
dynamic content placement on contextual advertising platforms. In
general, we expect the technique to be useful for all downstream
tasks which require text classification based on partially labeled
training data, especially when the labels and the amount of labeled
data change over time (as in the case of advertising campaigns).

Cformer showcases a new approach in dealing with both short
and long texts datasets. It effectively performs better on both short
text data (AGNews) and long text data (Yahoo! answers) by integrat-
ing the knowledge distillation into the learning process. Moreover,
the proposed models work effectively on both full-size BERT and
DistillBERT as the encoders. Cformer outperforms the state-of-
the-art approaches with various settings, especially when sufficient
labeled data is available. For applications such as content placement
on web pages, a useful extension would be a multimodal version
(e.g., Zong et al. [18] on multimodal clustering).
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