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Abstract. Humans use multisensory input in their decision making, and
this information is jointly processed in a seamless manner. Multimodal
machine learning is the task of learning on structures that are repre-
sented to varying degrees in different data sources describing the same
real world objects or concepts. This paper presents a Tensor Fusion Net-
work model for labeling images with topics given the visual content and
user generated tags. The model uses pretrained word and visual embed-
dings, as a way to investigate the transferability of semantic embeddings
in the context of multimodal machine learning. The model is evaluated
with experiments on the MIRFLICKR dataset. The results show that
the proposed model gives state-of-the-art performance. It is shown that
the fusing of semantic embeddings from different modalities gives perfor-
mance that is greater than its unimodal parts. The model presented also
opens up for interesting research questions regarding the transferability
of semantic representations.

Keywords: Multimodal machine learning - semantic embedding - Ten-
sor Fusion Networks - word embeddings - image labeling

1 Introduction

Humans perceive the world through many different senses, combining e.g. vi-
sual sensory data with olfactory sensory data to form an understanding of the
world. These multiple sensory inputs are processed jointly to form an appropri-
ate action. Utilizing the concept of multisensory input in artificially intelligent
systems is central in many applications, but traditionally this is not done in a
joint fashion. This problem is addressed with multimodal machine learning [2].
The field opens up for new avenues of research, and with increasing success [23|
also improves on traditional machine learning tasks. A common example of mul-
timodal data is video with modalities such as visual content and audio content
(possibly extended to include metadata). Traditionally, these different modali-
ties are examined separately (e.g. for face recognition the audio is discarded in
the classification stage), where a lot of contextual information shared between
the modalities might be lost. In this paper we are concerned with a fusion task,
as outlined by Baltrusaitis et al., i.e. “join[ing] information from two or more
modalities to perform a prediction” [2].

One concrete motivation to study multimodal machine learning is the ever-
increasing demand to process the vast amounts of multimedia created every day
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on the Internet [79]. Such tasks include e.g. Visual Question Answering [10] or
multimedia information retrieval [16]. Improvements have been shown in many
machine learning tasks when using multimodal approaches, such as information
retrieval [11], and speech-to-text [20]. Intuitively, both modalities are different
and, each on its own, incomplete representations of the same underlying infor-
mation. Therefore, if e.g. a loud noise is heard in a recorded video of a speech,
visual information can offset such noisy data to still produce a good transcrip-
tion. Learning joint representations also has other interesting applications such
as generating shapes from natural language [5|.

Another motivation for this study is that semantic representations in general
are becoming increasingly useful [4]. Recent efforts towards human-understandable,
explainable, Al focus on algorithms that produce results that can be explained
using its internal representation, or meaning. In addition to being more easily
interpretable by humans, semantic representations can be used to improve the
performance as well [25].

This paper investigates how semantic embeddings can be used as an interme-
diate representation for multimodal machine learning. The main contributions
of this paper are

— Constructing semantic embeddings of image and text that give good perfor-
mance on image labeling.

— Joining these two by means of a Tensor Fusion Network to replicate previous
results on TFNs on a new dataset.

— Evaluating the performance of the resulting system against its unimodal
parts as well as against the current state-of-the-art approaches to image
labeling.

Section [2] of the paper gives a rough overview of related work on multimodal
machine learning and semantic embeddings. Section [3] outlines the proposed
Tensor Fusion Network model that will be used in the experiments. Section [4]
describes the experiment setup and the dataset. Finally, Section |5| presents the
results and Section [0 reflects on them while outlining future work.

2 Related work

This section is divided into two parts. The first part describes Deep Boltzmann
Machines and Tensor Fusion Networks, the two models that will be compared.
The second part describes previous work on semantic embeddings, which will be
the basis for the Tensor Fusion Network model used in this paper.

Multimodal machine learning FEarly approaches to multimodal machine
learning adhere to one of two categories: early fusion or late fusion |26]. One big
drawback of both methods is that neither approach directly models both intra-
modality and inter-modality dynamics. Recent advancements employ more elab-
orate model architectures, such as Deep Boltzmann Machines |28], using deep
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learning techniques to capture both these dynamics. Another similar method
is the Tensor Fusion Networks, combining semantic embedding techniques with
deep learning to show state-of-the-art performance in video sentiment analy-
sis [30]. In addition to the usage of semantic embeddings in Tensor Fusion Net-
works, embeddings such as word2vec [19] and GloVe [22] have shown significant
improvements in many NLP applications [12}14].

Deep Boltzmann Machines (DBMs) [24] can be adapted to a multimodal
setting by joining a DBM per modality with a fully connected layer. Given
image and text, this means that one would have two subnetworks (DBMs) that
connect via a final single output layer, and that these networks are trained jointly.
Srivastava and Salakhutdinov [28] apply multimodal Deep Boltzmann Machines
to the public dataset MIRFLICKR [8] to perform image labelling. MIRFLICKR
contains 1 million images with user given tags taken from the website flickr.com.
Out of those 1 million images, 25000 are annotated with one or more of 38 general
labels. These labels both describe things seen in the image such as people, and
scene information such as vacation. The authors pretrain parts of their model
on all 1 million images, and proceed to use the 2000 most common tags together
with the images to predict labels.

Another recent advancement in multimodal machine learning is the Tensor
Fusion Networks (TFN) [30]. Zadeh et al. show state-of-the-art-performance on
video sentiment analysis, with data from three modalities (audio, video, text).
Tensor fusion networks have a three-part structure: (1) a semantic embedding
layer with one embedding subnetwork per modality, (2) a tensor fusion layer,
and (3) an inference subnetwork. In order to adapt a TEN to a specific problem,
the semantic embeddings should capture important aspects of each modality
(e.g. temporality). The semantic embeddings can be pre-trained networks (such
as word2vec [19]). Semantic embeddings model the meaning of an input, rather
than the raw values as done with traditional feature vectors. In the case of
word2vec, this means that the semantic embedding for a word consists of the
probability distribution (represented as a vector) of words that appear in the
same context (i.e. closeby in a sentence). Semantic embeddings are sometimes
used synonymously with latent features.

Semantic embeddings One recent advancement in semantic embeddings is the
work on word embeddings. Instead of modelling text by its direct raw features
(e.g. one-hot vectors), word embedding methods project this information into a
latent feature space of a much lower dimension than the original feature space
using unsupervised learning techniques. Word embedding vectors have shown
interesting semantic properties, such as preserving semantic meaning under vec-
tor addition/subtraction. An example of this is word2vec, where adding e.g. the
embeddings for German and airline results in a vector close to the embedding of
the German airline Lufthansa [19]. Another modern word embedding technique
is GloVe [22]. The main difference between them is that word2vec is a predictive
model while GloVe is count-based, as outlined by Baroni et al. [3]. According to
their results, the predictive approach performs better across a range of tasks.
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Embedding visual content using convolutional neural networks (CNNs) pre-
trained on the ImageNet dataset |13] has been shown useful in several studies.
Wei et al. show state-of-the-art performance across five different cross-modal
(image and text) retrieval tasks [29], where the visual embedding is based on an
ImageNet CNN model. DeViSE [6] is a deep visual-semantic embedding model
that combines a skip-gram language model with an ImageNet based deep con-
volutional neural network, showing state-of-the-art results better than unimodal
contemporaries. VGGnet [15] is a well established CNN model that was first ap-
plied to the ImageNet challenge with a significant bump to the state-of-the-art
performance. Other models with even better performance have been proposed
since then, but pretrained VGG16 models are readily available in common frame-
works such as Tensorflow [1].

Utilizing pretrained models is sometimes referred to as transfer learning [21].
In the case of semantic embeddings, the idea is that the semantics of e.g. a word
should be the same over different applications.

3 Proposed model

This section describes the proposed Tensor Fusion Network-based model used in
the experiments of this paper. An overview is given in Figure[I| The figure illus-
trates how the semantic embeddings are produced by a subnetwork per modality,
and how the product of these embeddings is fed into a classifier. Given that the
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Fig. 1: Overview of proposed Tensor Fusion Network model.

problem studied in this paper is a multiclass multilabel classification problem,
the model is trained using the binary cross entropy loss function with sigmoid
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activation functions. Focal loss [17] was considered, but performed poorly during
initial testing.

3.1 Text embedding subnetwork

The text embedding subnetwork U is a word2vec-based model trained on the
tag data. The network takes as input a vector containing the vocabulary indices
of the words in the input tags. These words are embedded as 300-dimensional
word vectors I = 1,1z, Iy, € R3° where T} is the number of words in the
input. Dimensionalities ranging from 50 to 500 were considered during initial
experiments, where 300 showed the most consistently good performance. This
also aligns with the dimensions used by the Google News word embeddings.
The flattened embedding is fed into two layers of fully connected nodes with
256 ReLU (relu(x) = max(0,x)) nodes per layer. This layer produces the text
embedding z':

2L =U(l; W) € R?

W, denotes the weights of the word embedding. The network is later evaluated
both trained from scratch and initialized with weights W; from a word2vec model
pre-trained on the Google News dataset [18] of about 100 billion words. The
weights from the pre-trained model are then fixed during training.

For the unimodal experiments a final classification layer with the same num-
ber of nodes as the number of classes, with a sigmoid activation function and
binary cross entropy loss.

3.2 Visual embedding subnetwork

The visual embedding subnetwork U, is based on a VGGnet model pre-trained on
the ImageNet dataset |15] provided in the machine learning framwork Keras H
The visual embedding subnetwork is initialized with weights W4, from the
VGG16 model, and fine-tuned during training of the entire tensor fusion network.
The VGG layer produces an initial visual embedding z¥ € R25900 that is fed
into two layers of fully connected nodes with 256 ReLLU nodes per layer. This
produces a final semantic embedding zV:

2% = Uy (2; Wy,) € R¥S

Analogously with the text embedding subnetwork, a classification layer using
a sigmoid activation function with a binary cross entropy loss is employed for
the unimodal experiments.

3.3 Tensor Fusion Network

The central part of the Tensor Fusion Network is the tensor fusion layer. Figure[2]
illustrates the Kronecker product of the semantic embeddings. The embeddings

! https://keras.io/applications/#vgg16
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Fig.2: Visualisation of tensor fusion product. Z! represents the semantic em-
bedding of the text, and Z" the semantic embedding of the image. Each point
Ti; € VAR A corresponds to the product [;v; of semantic text feature /; and
image feature v;.

z! and 2V from the embedding subnetworks are forwarded to a tensor fusion
layer that performs the Kronecker product:

l v
m _ |* z 2572257

The semantic embeddings are expanded with an extra constant with value 1 in
order to keep z¥ and 2! in the resulting tensor. Otherwise, the resulting tensor
would not contain the unimodal features but only the bimodal interactions. This
ensures that the network will capture features that are perhaps only seen in one
modality that would otherwise be lost. The resulting 2D tensor z™ is flattened
and fed into a three layer fully connected network U,,,. The two first layers of U,
consists of 256 ReLLU nodes, connected to the classification layer of 38 nodes.
The final layer uses the sigmoid activation function and binary cross entropy
loss.

Dropout layers with probability p = 0.2 are added in order to counteract
overfitting [27]. These dropouts are placed inbetween each pair of ReLU layers
in the entire network. Different p-values were considered, and p = 0.2 showed
sufficient improvement while not risking underfitting as was the tendency with
other configurations (e.g. p-values increasing from 0.2 to 0.4). That being said,
these settings can be further investigated.

In the following section the subnetworks will be referred to as TFN-text and
TFN-visual, and the entire model as TFN.

4 Experiments

The Tensor Fusion Network model described in Section Blis trained end-to-end on
the MIRFLICKR dataset. Specific details on e.g. loss and activation functions
are found in Section The proposed models is implemented in Keras, and
trained on a Tesla P100 GPU. TFN-text, TFN-visual, and TFN had 3, 591, 064,
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21,213,030, and 59, 345, 170 trainable parameters respectively. The precision and
recall will be used to compare the performance of the proposed model against
its unimodal subnetworks. The Mean Average Precision (MAP) will be used
to compare the performance of the proposed model against Multimodal Deep
Boltzmann Machines and the unimodal subnetworks.

The TFN-text network is evaluated both when training from scratch, and
when using a pre-trained Google News word2vec model. The latter is to evaluate
the transferability of semantic embeddings in this context.

Dataset and training The MIRFLICKR dataset contains 1 million images
from the social photography site [flickr.com/. Each image has a set of user-
generated tags, where 1386 of the tags occur in at least 20 images. There are on
average 8.94 tags per image. Out of these 1 million images, 25 000 are labeled
with a subset of 38 topics. These topics include object categories, such as people,
flower, and scene categories, such as clouds, sunset. The dataset is divided into
a training set of 20 000 samples and a validation set of 5 000 samples. A batch
size of 128 is used during training, for a period of 30 epochs. Figure |3| shows the
frequencies of which the labels appear in the 25 000 samples.

The distribution of labels in the dataset
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Fig. 3: Distribution of labels in the MIRFLICKR-25000 dataset. Each image can
have multiple labels.

4.1 Preprocessing

All the images are resized to 224 x 224 pixels, as this is the size the VGGnet model
is pretrained on. The pixel values are normalized to the interval [0,1] instead
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of the original [0,255]. It is worth noting that tags are not filtered to use only
the 2000 most commonly seen tags, in contrast to the authors of the benchmark
DBMs |2§]. Providing all of the tags gives the word embedding subnetwork a
broader basis to give a good mapping in the embedding space. Initial experiments
showed better performance when including all tags. 419 images were missing
annotated labels and were removed from the dataset.

5 Results

Table[I]shows the comparision in Mean Average Precision (MAP) between TFN,
its subnetworks, and the multimodal Deep Boltzmann Machines on the MIR-
FLICKR dataset. The TFN model outperforms both TFN-text and TFN-visual
by a significant margin, showing that the fusion of the semantic embeddings im-
prove performance. The Deep Boltzmann Machines are outperformed by both
the visual semantic embedding subnetwork and the Tensor Fusion model. The
usage of the pre-trained Google News word embedding gives significantly worse
performance when compared to training the embeddings from scratch. Further
experiments using the pre-trained embedding were consistent with this result,
and are therefore omitted.

Table 1: Showing the Mean Average Precision for all three models in compari-
sion with Multimodal Deep Boltzmann Machines (as reported by Srivastava &
Salakhutdinov [28]). It is important to note that by using the reported MAP,
the DBM and TFN models are not evaluated on the same test set.

Model MAP
Random 0.125
TFN-text-google 0.478
TFN-text-300 0.519
TFN-visual 0.648
TFN 0.678

DBM (as reported in [28]) 0.609

Figure 4| shows two classifications made by the TFN model on the test set.
Figure is the prediction with the smallest error (le] = 3.6 - 107°), while
Figure [4b| is the prediction with the largest error (Je| = 9.1) in the test set. For
Figure [4a] the prediction was the exact labels listed, whilst only labels animal,
dog_r1l and baby were correctly identified in Figure @b] with all other labels
having a probability close to zero.

Figure [5] shows the precision and recall at the top 5 predictions for all three
models (TFN-text, TFN-visual, TFN). All three models have perfect or near-
perfect precision for many labels, e.g. animals or people, but there is a great
variance in the recall. For some of the labels all three models perform poorly,
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(a) Tags: silvia (b) Tags: Rierra Ramona
portrait retrato zuan wisdoc dog labrador
2007. Labels: femalerl, yellow lab friends
female, indoor, people_rl, SearchTheBest canon.
people, portrait_rl, Labels: animals, baby,
portrait. dog-rl, dog, flower, in-
door, male_rl, male, peo-
ple_rl, people, plant_life,
portrait_rl, portrait.

Fig.4: The best and the worst classifications by the TFN model, together with
the original tags and ground truth labels.
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Fig. 5: Precision and recall per label for the Tensor Fusion Network Model (TFN),
and each of its subnetworks (TFN-text and TFN-visual). Computed over the top
5 predictions.

which could be attributed to the number of samples in the dataset for each of
those labels. The label river_ri exemplifies the precision being same for all
models, but where recall is improved by the fusion of modalities. Other labels,
e.g. food, show that the precision and recall can be worsened by the fusion.
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The three proposed models were trained for 10 epochs for TFN-text, and
30 epochs for both TFN-visual and TFN. The training procedure showed a
resonable execution time for the TFN model compared to the other two. On
average of TFN-text took 3s per epoch, TFN-visual took 150s per epoch, and
TFN took 153s per epoch.

6 Discussion

The experiments presented in this paper show a couple of interesting results. It
is shown that Tensor Fusion Networks can be a more powerful tool than Deep
Boltzmann Machines in multimodal machine learning. More importantly, the
proposed model strengthens the claim that combining information from differ-
ent modalities gives performance greater than the each of its parts. Another
interesting observation is that the pretrained Google News word embedding did
not show better performance for the text-only classification even though it is
based on a much larger corpus. Moreover, even though the TFN model intu-
itively seems much more complex than its subnetworks, the results in terms
of the time to train indicate a very small overhead when combining them. This
could be attributed to the TFN-visual network (and by extension VGGnet) doing
the heavy lifting. However, it is necessary to make more comprehensive experi-
ments and comparisons to establish a fair judgement of Tensor Fusion Networks
versus Deep Boltzmann Machines for image labeling. The current setup where
the DBM and TFN models are not evaluated on the same test set is the biggest
flaw of these experiments, and might give skewed results unfair to the DBM
model. Another flaw of the experiments is that currently there is no correction
for the difference in suppport for the different labels. Taking the support into
account during the training phase could improve the results even further, since
the support varies greatly (as presented in Section . It is also necessary to
compare these results with those of early and late fusion approaches.

The best and worst classifications of the TFN model show that even the worst
predictions still manage to pick out the most prominent of the labels. This is not
necessarily true for all predictions done on the test data and further analysis of
this phenomenon is needed to draw strong conclusions, but it is interesting either
way. It is also worth noting that the labels missing in the worst classification are
not clear from the image nor the labels. For example, the flower in the top-left
corner is out of focus and very much in the background, the gender of the baby
is hard to tell, and it is not clear if this should be classified as a portrait or
people given the content of the image.

The results of this paper open a number of interesting lines of future research.
Firstly, the subnetworks of the proposed model are rather simplistic in their con-
struction. The model could utilize many of the state-of-the-art methods for deep
learning (e.g. normalization), and the classifier subnetwork could employ a more
advanced architecture. Another way to improve the performance of the model
could be to pretrain the word embeddings on the entire 1 million image dataset
instead of using the Google News embeddings. Secondly, initializing the Tensor
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Fusion Network model with the weights obtained when using the subnetworks
unimodally for classification could prove fruitful. This would be another way of
investigating semantic embeddings in the context of transfer learning.
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A Review comments

In this appendix the reviews presented in their full form with comments on how
they were implemented or discarded.

A.1 Review 1

+ Strengths:
4++ The subject is timely.
++ The paper is well—written and easy to follow.

— Weakness:

—In Section 3, there is no information how the author
picked the numeric values for parameters of the
network (for example, the word vector dimension is
300, the dropout layer with probability 0.27)

—In Section 5, the author mention number of samples in
the original dataset is the reason of poor
performances of three models for some labels. Is it
because too many or too few number of samples?, could
the author discuss more detail on this by giving some
statistical information?
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—Figure 3 is unclear (the x—axis and y—axis labels are
too small, and the colors are overlapped), hence
difficult to understand.

—The author should also consider the complexity and
running time of TFN and DBM in the comparison between
these two algorithms.

— Citation is not consistent (i.e., some citations have
links , some without links).

All the comments have been taken into consideration. Explainations on pa-
rameters and elaborations on the running times et c. have been added. However,
the author did not have time to fix inconsistencies in citation links, and Fig. 3 is
still a bit unclear. The figure should have been divided into multiple subfigures,
or completely replaced with a better representation of the information.

A.2 Review 2

This paper proposes a multimodal tensor fusion network
for the task of image labelling. The author compared
the proposed approach with unimodal networks (i.e.,
text based and visual based) and an existing
multimodel DBMs. MAP (mean averge precision),
precision , and recall were used as evaluation
measurements. The results show that the multimodal
network outperforms others in terms of MAP. The data
set used in this paper is MIRFLICKR with 1 million
labelled Flickr images with labels. In sum, this
paper is resonably written, howeer, technique
contributions could be improved.

Section 1: contribution 1 and contribution 2 could be
merged .

The current draft did not present significant technique
contribution on fusion, even if the challenges do
exist (e.g., hyperparameter optimization).

Section 3: the authors explained the text embedding
subnetwork (a word2vector based model), and the visual
embedding subnetwork (VGGnet based model), and the
fused model TFN (Tensor Fusion Network).

Section 4.1: the author stated ”It is worth noting that
tags are not filtered to use only the 200 most
commonly seen tags, in contrast to the authors of the
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benchmark DBMs [28]. The author should clarify the
advantage and limitations of using the image selection
methods in this paper or in DBMs.

Table 1: the author displayed MAP result of DBMs as
reference. However, in this paper, it seems DBMs and
the proposed TFN was evaluated on different test data,
if so, more explanations are required.

Section 4 and 5 could be merged.
Section 6: the discussion part is valuable with a few
pointed future directions.

Table 1 and Figure 3 show the evaluation results.

An intuitive thought regarding model evaluation would be
how about the tradeoffs of execution efficiency and
precision/reall.

When analyze the results, it would be interesting and
intuitive to display some exmples (images with
resulting labels), to show different models may
perform well on different types of categories (people,
animal , river etc. )

Typo: "have ben” — > ”have been”

All but one comment have been taken into consideration and implemented
to the best of the authors ability given the time at hand. It turned out that
in order to provide some of the further information requested (and rightly so),
the experiments had to be rerun to save that additional information. This took
more time than expected and resulted in the author not being able to address the
issues properly (i.e., clearer figures would have been nice and a better analysis,
and example classifications for all modalities).

The suggestion that Section 4 and 5 could be merged was not implemented
for two reasons. The first reason is that it is common within the field to have
a separate section for the experiment setup. Secondly, the sections in the paper
are divided according to semantically grouped content, and while the experiment
section is not that long it is definitely a clear such group. Additions following
the reviewers comments made the section longer as well, further supporting the
decision.
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