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Abstract—In this work, we present a novel approach that leverages Linux containers to achieve High Availability (HA) for cloud applications. A middleware that is comprised of a set of HA agents is defined to compensate the limitations of Linux containers in achieving HA. In our approach we start modeling at the application level, considering the dependencies among application components. We generate the proper scheduling scheme and then deploy the application across containers in the cloud. For each container that hosts critical component(s), we continuously monitor its status and checkpoint its full state, and then react to its failure by restarting locally or failing over to another host where we resume the computing from the most recent state. By using this strategy, all components hosted in a container are preserved without intrusively imposing modification on the application side. Finally, the feasibility of our approach is verified by building a proof-of-concept prototype and a case study of a video streaming application.
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I. INTRODUCTION

The ongoing development and enhancement of cloud technologies [2], [6], [15], [17], [21], [35] have led to their widespread adoption and a rising trend toward hosting applications in clouds. The use of virtual machines (VMs) has been a key enabler of the Infrastructure as a Service (IaaS) cloud provisioning model, where the VMs and their interconnectivity are offered on-demand to the cloud tenants. However, when moving up in the stack to the Platform as a Service (PaaS) provisioning model, hypervisor-based virtualization at the machine level imposes significant overhead in terms of resource consumption, agility, and elasticity, especially for applications with varying workloads demanding elastic deployments [26].

As an alternative to hypervisors, Linux container [6], [17], a pre-cloud existing technology, has emerged as a more suitable solution to serve as an execution environment for the cloud applications deployed at the PaaS level†. Containers virtualize the environment at the operating system (OS) level, where each container can be considered as a sandbox in which the application can run in an isolated manner. Applications can be packaged and configured to run in containers and by that, the time and effort needed to scale the deployment can be significantly reduced. In fact, the use of containers is shaping the Linux OS landscape where we see lightweight cloud-native OS such as CoreOS [16] using containers for the addition and management of the applications. Cloud management systems [20] are now also natively supporting the use of containers in the Cloud, even at the IaaS level. Moreover, we recently see major players [18], [24], [36] in virtualization and Linux distributions realizing the potential and perhaps the threat of containers and hence partnering with, and supporting de-facto containerization solutions.

Although deploying applications in virtualized environments simplifies their management in terms of easily scaling up/down the application, it also raises the concerns on the availability of services hosted in clouds. The consolidation of larger number of applications on the same server (which can be virtual) implies a larger impact for the failure of that server. Furthermore, the virtualization layer itself can introduce additional failures. Some effort [5], [27], [33] has been devoted in developing high availability (HA) solutions in hypervisor-based platforms, nevertheless the HA for applications hosted in containerized platforms remains largely unexplored. In this work we aim to fill this gap and demonstrate how we can leverage the use of containers to achieve HA for the services hosted in containerized platforms.

The contributions of this article are threefold: 1) We identify the challenges of providing HA for applications in containerization platforms. 2) We present a novel HA solution that employs HA middleware to compensate the limitation of containerization platforms and achieves high availability for applications in an HA-agnostic manner. 3) We build a proof-of-concept prototype, and verify the feasibility of our solution using a case study of a video streaming application.

The remainder of the article is organized as follows: Section [I] briefly gives a general background survey on HA and Linux containers. Section [III] elaborates the design and implementation of our approach. Section [IV] presents a case-study based evaluation. In Section [V] we discuss the advantages

†Google as a PaaS provider declares launching over 2 billion containers across its global data centers each week [10].
and shortcomings of our approach. Finally, our conclusions and future work are presented in Section VI.

II. BACKGROUND AND RELATED WORK

A. Preliminaries on High Availability

High availability refers to the ability of a service of being functional and accessible with a probability of 99.999% for a given time interval. We believe that achieving HA is mainly based on the following four pillars: 1) **Redundancy**: Software applications and hardware equipment are bound to fail, and hence to eliminate a system’s single points of failure, the availability of redundant resources is a must. 2) **Monitoring**: Constant monitoring is essential to detect failure and trigger recoveries. 3) **Checkpoint and backup**: For stateful applications, it is essential to checkpoint the state of the application to enable service continuity after the recovery. 4) **Recovery management**: Automated recovery management is the key to assuring HA. In fact the recovery management, usually implemented as a middleware layer (e.g., OpenSAF and PaceMaker), is what brings the above pillars together to form the complete picture of a HA solution.

Commonly among the existing HA solutions, these four pillars are built by constructing a pool of loosely coupled servers which are self-contained and keep health monitoring (e.g., via heartbeat) each other, whereby applications can failover from one server to others in an event of failure. While HA solutions may significantly differ in implementation, they share the same principle, which is, duplicating critical components via redundancy in an attempt to eliminate single points of failure.

B. HA Solutions: Advantages and Limitations

As illustrated in Figure 1, HA solutions can be implemented with different strategies, resulting in different levels of complexity and performance overhead. From the application perspective, an **HA-aware** way is to implement within the application the HA APIs, which makes them part of the application and allows them to directly communicate with the HA middleware to manage the application’s availability. This approach has low runtime overhead in terms of performance, however it significantly adds the complexity of developing and configuring the application. To remedy these issues we define in a previous work the notion of **State-aware** applications that are aware of their state, and can checkpoint it through dedicated agents using generic interfaces (such as REST) without being aware of the underlying middleware or implementing HA APIs. We also handle the configuration complexity by automating its generation from high level requirements. However, both the HA-aware and the State-aware approaches are not meant to target legacy stateful applications that are not aware of their state. In this work we tackle the issue of integrating HA for any legacy application without imposing any modifications to its code, which makes the application **HA-agnostic**.

By adding HA-features on top of hypervisors, multiple solutions have been presented for HA in hypervisor-based platforms. For example, VMWare-FT synchronizes the execution of the primary VM and a secondary replica through the LockStep protocol which sends all input data over a dedicated logging link to the secondary copy and replay. The secondary VM as a hot standby of the primary takes over the workload upon failure on the primary, without service disruption. However, this approach requires a fast link network (at least 1 Gbit) between the primary and the secondary and currently only supports VMs with a single logical processor. Instead of using hot standby VMs like and similar to our approach, Chan et al. present an HA solution for cloud servers with snapshot mechanism. A major difference between their solution and ours is the baseline virtualization technology adopted. We believe that Linux containers, as opposed to VMs, have more advantages in terms of performance because of their lightweight-ness. Once again as the increasing adoption of containers, the HA gap in containerized platforms needs to be filled.

C. Linux Containers and HA

Linux container is an OS level virtualization method that allows running multiple isolated Linux systems (containers) on a single operating system host. Unlike hypervisor-based technologies such as VMware, XEN, and KVM, containers do not emulate the underlying hardware layers, but instead provide a virtual environment that has its own CPU, memory, block I/O, and network space etc. using native Linux features such as crgroups, namespace, and chroot. It can be considered as slicing the operating system into smaller units that can host their own applications with their own networking stack and computing resources. Compared with hypervisor-managed VMs, a main advantage of containers is their light weight and management efficiency. The performance investigation of containers is not within the major scope of this work. A comprehensive study on this subject can be found in.

The increasing adoption of cloud technologies raises the demand for HA solutions that materialize the four pillars mentioned in Section I-A on cloud platforms. However, a complete HA solution for container-based platforms does not yet exist. In particular, a missing piece is the enabling support for checkpointing the state of a container. There has been
a large amount of effort devoted to process checkpointing, including BLCR [8], DMTCP [11], and ZAP [22]. Nevertheless, these systems were not specifically designed for containers. They either lack features or usually only support a limited set of applications. Moreover, none of them has been part of the mainstream Linux kernel due to the complexity of implementations. At the time of this writing, only OpenVZ [21] has matured and built-in support of this feature and thus selected as the container management platform to demonstrate our prototype in Section IV. A main limitation is that OpenVZ with full features are now only available on 2.6.32 kernel with customization. While it is sufficient for demonstration purpose, we believe this might introduce issues (e.g., security and compatibility) for users when using obsolete kernels.

In order to mitigate the complexity introduced to the kernel side, an ongoing work (i.e., CRIU [4]), is being explored, that is, moving most of the checkpointing complexity out of the kernel and into user space, thus minimizing the amount of the in-kernel changes needed. At the time of this writing, more than 150 patches from CRIU (e.g., memory tracking patches) have been merged into mainline kernel for checkpoint/restore functionality and can be potentially integrated with mainstream container implementations such as LXC [17] and Docker [9]. It should be also noted that the main objective of this work is not to invent a new mechanism of checkpoint/resume a container, but a holistic HA solution on container-based platforms by gluing such enabling features, as well as validating the feasibility of doing so.

III. PROPOSED APPROACH: DESIGN AND IMPLEMENTATION

Our HA solution is based on deploying the applications inside containers and thereafter constantly checkpointing the state of the container, and by that implicitly backing up the state of the applications inside the container. Our monitoring mechanisms constantly monitor not only the applications, but also the containers, and in case of failure our HA-manager automatically restarts/failovers the container on a healthy node, from the checkpointed state. Nonetheless complementing containers with an HA middleware without considering the application’s architecture and the interdependencies of its components may result in a sub-optimal HA solution. Therefore our approach first describes the application with the relevant HA information and based on this information define a placement and recovery policy, and finally HA can be enabled, as shown in Figure 2.

A. The Application Design

Our HA integration starts at the application description where the System Integrator describes the applications in an intuitive way. This is done by extending the unified modeling language (UML) component diagram with HA relevant attributes [29]. An example of these extensions is shown in Figure 3 where the application is composed of two components. Comp-A provides Interface-A (which abstracts a given service of functionality). The interface can be defined as stateful or stateless. A component is considered stateful if at least one of its interfaces is. The stateful-ness of the component affects the recovery scope in case of failure. The state sensitivity of the component denotes the maximum duration after which a given state becomes obsolete. This affects the checkpoint intervals required to maintain a healthy state. Comp-A requires the Interface-B provided by Comp-B. This is a functional dependency, governed by the delayTolerance attribute that denotes the tolerable delay tolerance in the communication between the two components. This determines how far apart the two components can be placed. The outageTolerance attribute determines how long the dependent can survive without its sponsoring component, which also affects the placement strategy to maximize the availability.

B. Placement and Recovery Policies

The placement and the recovery policies are defined based on the information specified in the design phase. Depending on the delay tolerance of the dependent components, they can either be placed in the same container, same VM, same Server, same Rack, or the same Data-center. The Integration Module in our approach processes the application information and then creates the container images containing the application components; thereafter it produces placement recommendations to the Cloud Management System on where to place the
containers to maximize their availability. We do not go into further details on HA-scheduling since it is not the main topic of this paper. The recovery policy dictates: the state-extraction frequency, the location where the state is stored, the replication option of the state, and the default recovery for the application failure. When the state is highly sensitive to time, i.e., it changes frequently as time goes by, then the state replication frequency is set accordingly. The state is stored on a distributed and replicated storage in order to ensure that it is accessible by other nodes and resilient to failures. Since the consistency of the state replication can be time consuming, with higher checkpoint frequency the next state is being extracted without overriding the previous state, as shown in Figure 4, whereby if a failure occurs at $t_3$, the container can be started from the state $t_1$. Note that this causes additional computational overhead as we will discuss later. Moreover the state compression is only used when it reduces the time cost of writing/reading the original state.

![Fig. 4. Checkpointing strategies according to the state sensitivity and delay tolerance.](image)

For the recovery policy it mainly depends on two factors: 1) The stateful-ness of the application: if the application is stateless, then upon its failure it can be restarted within the same container, and resume its functionality. However if the application is stateful then upon failure, the entire container needs to be restarted from its last healthy state. Figure 5 illustrates the recovery strategy to be employed. Note that the restart has precedence over the failover since it can be achieved faster from the locally saved state. 2) The scope of failure: the failure may occur at different scopes, including the application level, the container level, and the node level (a node can be either the VM or the physical machine where the container is hosted). Depending on the scope of failure, the restart may not always be possible, hence the failover becomes inevitable.

### C. HA Enabling

In our solution we introduce our own HA-agents, including the Local HA-agents and the Node HA-managers. The objective of adding these components is to complement the four pillars for HA discussed in a previous section. These components perform the monitoring and manage the service recovery based on the recovery policies in case of failures.

![Fig. 5. Architecture overview of the proposed approach.](image)

Figure 5 illustrates the architectural overview of the proposed approach. The Local HA-agent monitors the application inside the container and can control its life cycle (terminate/instantiate). As depicted in Figure 6 for stateless applications, it can react to their failures by trying to restart them internally. However for stateful applications it resorts to the Node HA-manager to restart the entire container of the same node or failover to another node and resume from the last checkpointed state.

The Local HA-agents are complemented by Node HA-managers that have a more global role and visibility to the other Node HA-managers on the different nodes. The Node HA-manager constantly probes the container manager to checkpoint the state of the containers (in a synchronous time intervals) and save it on distributed storage accessible by other nodes. The Node HA-manager also monitors the containers themselves (typically by probing the container manager for the status of the containers). When a failure is detected, an attempt is made to restart the container on the same node, however if the attempt fails, then a failover to another node is triggered. Since the Node HA-manager has a global role, it synchronizes all information with its sibling Node HA-managers during failover. Moreover, it is in direct contact with the Local HA-agents located in the containers residing on the same node as the Node HA-manager.

The Node HA-managers, in synchronization with the Cloud Management System illustrated in Figure 2 are also responsible for network management, including network initialization on launching a container, detecting and resolving network conflict issues, and rebuilding the network configuration during failover. In particular, by having a global view of the whole system, they ensure that the IP address of a container is not in conflict with other entities within the same network.

Finally, by leveraging the ability of extracting the state of the entire container, and using our own HA managers to monitor and recover the faulty applications/containers, we achieve HA at the application level in a transparent manner where the application itself is completely agnostic of the HA solution and the application source code is left intact.
IV. CASE STUDY AND EVALUATIONS

Our extension on UML, as well as the automated configuration mechanism, have been investigated in [14], [29], [30]. In this section, we focus on evaluating the feasibility of the use of Linux container to achieve HA.

A. Case Study Setup

Our case study evaluation is carried out in a virtualized environment which is in line with the architecture illustrated in Figure 5. All the tests are run on a 2.90 GHz Intel Core i7-3520M machine (4 cores) with 8GB of RAM and VMware WorkStation [34] installed. Two VMs (i.e., VM1 and VM2 in Table I) are initiated, acting as the role of Primary and Secondary respectively. Each VM is configured with one vCPU, 50 GB of storage, and 2 GB of RAM. The OS installed in VMs is Debian Wheezy. We also use VM1 as a NFS server to store the state of the container, which is accessible by VM2. To manage the containers, OpenVZ is installed on top of the OS in both VM1 and VM2. At the time of the writing, OpenVZ shows more maturity in terms of the container state extraction (i.e., the snapshotting mechanism) and hence it is more preferable over other container implementations (e.g., Docker and LXC) which only offer partial snapshotting. Nevertheless the choice of the containerization technology does not affect our approach.

In our evaluation, two Ethernet devices are established when a container is created. One is in the host, and the other one is in the container. These two devices are bridged together, composing a virtual Ethernet device. Using this device, the host forwards packets between its physical network interface and the virtual network interface where a container is located, meaning that if a packet is sent to one device it will come out the other device. Whenever a failover from one host to another is triggered, the Node HA-manager re-establishes the same virtual Ethernet interface on the destination host.

Our case study is a video streaming service using VLC [31], which is initially running in an on-demand mode inside the container hosted on the Primary and is accessible through RTSP [25] protocol. Upon the host failure, Node HA-Manager realizes that it lost contact with its peer and the state is not being updated in the networked file system, which is a clear indication that the host is down. This triggers the container to failover to the Secondary using the latest state checkpointed, without affecting the VLC clients. The CPU usage information on the Primary and the Secondary is continuously collected using Sysstat [28] utilities and then exploited to analyze the resource consumption and overhead of our solution. Unless

![Fig. 6. The flow of detecting failures and recovering.](image_url)

<table>
<thead>
<tr>
<th>Role</th>
<th>Operating System</th>
</tr>
</thead>
<tbody>
<tr>
<td>VM1: Primary host and NFS storage server</td>
<td>Debian Wheezy + OpenVZ</td>
</tr>
<tr>
<td>VM2: Secondary host</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I
CASE STUDY SETTINGS.
otherwise specified, each test lasts for 10 minutes, 5 minutes of which is dedicated to stabilizing the whole system. Only the data collected in the second 5 minutes is used. We believe this assures the data acquired have higher and more accurate confidence.

The main objective here is to undertake an assessment of our approach in terms of performance as well as the overhead in terms of CPU resource consumption when using the container and enabling/disabling HA respectively. Currently, we are mainly interested in CPU usage, since the VLC streaming application is neither memory-intensive nor IO-intensive. A comprehensive investigation of performance impact on the application side and in terms of other metrics such as memory and IO is left to future work. More details are discussed in Section [V] and Section [VI].

B. Evaluation Results

We are mainly interested in two aspects: First, the overhead of the HA solution in terms of performance. Second, the correlation between the state size of the container with workload variation.

In our first experiment, we run one VLC server application with varying number of clients (ranging from 0 to 16) under four different settings respectively, i.e., natively on the Primary OS (no HA), using a container as a wrapper but not enabling HA, and using a container and meanwhile enabling HA (with 5 seconds and 30 seconds as the checkpoint intervals). The VLC clients continuously request streaming data during all the tests. Consumed to fulfill the requests per client is relatively stable.

Our first observation is that when enabling HA, the size of the container checkpointed increases slightly with the number of VLC clients. This increment is introduced by client sessions. Establishing more sessions results in larger container size. However as we can see from Figure 7, the increment introduced by each VLC client is relatively small. In particular, the size increment is still less than 2 MB even when the number of VLC clients rises from 0 to 16.

Figure 8 demonstrates the CPU usages under four test settings. Following a similar pattern, the average CPU usage on the Primary in each setting rises smoothly as the number of VLC clients increases. This is because the CPU resource consumed to fulfill the requests per client is relatively stable. It is also observed that the overhead of using container is almost negligible (always < 3%) and is not getting heavier as the number of VLC clients increases. When HA is enabled, the CPU usage overhead added to host machine is between 10% (zero clients) to 15% (16 clients). While this may not be very significant overhead on the host machine, it is significant from the perspective of the container usage which can rise from 2% to 12% with zero clients and from 25% to 40% with 16 clients. This overhead is mainly introduced by the continuous checkpointing. In other terms, to increase the efficiency, it is better to overload the container by serving more VLC clients. On the other hand, we also observe that the overhead in terms of CPU consumption depends largely on the checkpoint interval (or checkpoint frequency). As shown in Figure 8, the avg. CPU usage with 30 seconds as the checkpoint interval is very close to the avg. CPU usage without HA. Specifically, their differences are less than 4.5%, indicating that increasing the checkpoint interval from 5 seconds to 30 significantly reduces the overhead of our approach in terms of CPU consumption on the host machine.

We analyze this CPU overhead by further examining the scenario with 16 VLC clients and 30 seconds checkpointing.

Fig. 7. Container state size vs. number of VLC clients.

Fig. 8. CPU usages with/without using Container and HA.

Fig. 9. CPU usages with HA enabled, 1 VLC server running, 16 VLC clients, and 30 seconds as the checkpoint interval.
interval. The spikes illustrated in Figure 10 represent the CPU usages when the checkpoint procedure is being executed. It shows that, since each spike ends shortly, the average CPU usage is only 27.5%, even though some of the spike-CPU usages even go up to 100%.

We also investigate the impact of the consolidation of VLC server applications by varying the number of VLC servers running within the container. The number of clients is fixed to 16 and evenly distributed to the running VLC servers (except the case with zero VLC server running), e.g., 2 clients are assigned to each VLC server when there are 8 VLC servers running. The checkpoint interval in this experiment is 5 seconds.

By examining Table II and Figure 10 an interesting finding is that the average CPU usage without HA does not vary largely with the number of VLC servers. The reason behind this is that the number of clients is constant (i.e., 16) and as aforementioned the amount CPU resource to serve a client request is relatively stable. In contrast, when enabling HA, the overhead increases clearly as the number of VLC servers increases. However, as we already mentioned previously, this overhead can be mitigated by reducing the checkpoint frequency accordingly.

In addition, the checkpoint size of the container also dramatically increases with the number of VLC servers. Intuitively, the size of the container is proportional to the size of the memory required to execute the VLC server applications hosted. Without rigorous mathematical proofs, a venturing guess from Table II could be that the size of the container scales linearly with the number of VLC servers running inside.

This can be given by the following expression:

\[ S(n) = S_{base} + n \times S_{app} \]

where \( n \) is the number of the VLC servers, \( S_{base} \) is size of the container itself, and \( S_{app} \) is the size of a VLC server. In our experiments, we can approximate the values as following through linear fitting: \( S_{base} \approx 2.50 \text{ MB} \), \( S_{app} \approx 23.51 \text{ MB} \).

Finally, an evident and important observation from Table II is that the time consumed on failover recovery is spectacularly short (550 ms when running one VLC server). Given the fact that on the destination host the saved state of the container needs to be loaded into memory and the network needs to be rebuilt, we can conclude that the HA of the VLC server application is achieved effectively and efficiently.

V. DISCUSSIONS

As aforementioned, zero-overhead HA solution does not exist. When adopting checkpoint/resume strategy to achieve HA, performance overhead imposed on the application side is inevitable. In essence, this performance impact is mainly dependent on three factors, i.e., the efficiency of checkpoint procedure, the time interval of checkpoint (i.e., checkpoint frequency), and the size of the container. As elaborated in the previous section, increasing the checkpoint interval can significantly reduce the HA overhead. Another possible approach to mitigate the HA overhead is incremental checkpoint, which checkpoints the delta since the latest checkpoint instead of the whole container state and then merge the delta with the previous ones to construct a full state. However, a main cost of this mechanism is that the system needs to constantly keep track of the change of a container, which might also introduce (possibly even larger) overhead.

In summary, if the application is not very state sensitive, then the HA overhead can be insignificant. In our case study, the clients are receiving the video on demand service from the streaming VLC server, hence if a failure occurs, the VLC client session is reserved, and therefore the user will have to watch again the last portion of the video equivalent to the checkpoint interval at a worst case scenario. In other terms for a 2.5% CPU overhead with a 30 seconds checkpoint interval we can achieve an acceptable user experience. However this may not be suitable for state sensitive applications, where the state has to be checkpointed every few milliseconds. Moreover, our solution does not protect against errors in the execution environment (the container in our case). Since the entire state of the container is replicated, the error is likely to be carried out to the secondary machine. Using an intrusive approach for HA where the application is responsible for checkpointing its own state (as in OpenSAF [19] and PaceMaker [23]), may protect against the errors in the execution environment. However, apart from the additional complexity on the application side, the network connectivity including the sessions will be lost, since this is state information outside the reach of the application. Our approach handles this issue and at the same time leaves the applications intact.
VI. CONCLUDING REMARKS AND FUTURE WORK

In this work, we present a novel approach using Linux containers and middleware technologies to achieve HA for cloud applications. The middleware is comprised of a set of agents, which are designed to compensate the limitation of Linux containers in achieving HA. By encapsulating the application inside Linux containers, our approach is transparent to the applications, indicating its particular suitability for incorporating high availability to legacy software applications that were built with no HA capabilities.

We also investigate the overhead of the proposed approach using a video streaming case study, demonstrating that our approach has an acceptable overhead which can be tuned by adjusting the checkpoint frequency. It also shows that upon failures, the application recovery time even in case of failover is negligible. To the best of our knowledge, this is the first work that addresses HA for cloud applications by integrating technologies of middleware and Linux containers.

In addition to what have been mentioned in the previous sections, future directions of this work also include a comprehensive performance evaluation of the proposed approach on different containerized platforms for a wider range of applications with different workloads characteristics.
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