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Abstract

A trading strategy is an algorithm that provides decision support for a trader. An
ideal system suggests which stocks to buy and sell at every moment. Limited but
still very useful trading strategies suggest stocks to buy, but leave the sell decisions
and the decision of proportions of different stocks to the trader, or to another auto-
matic decision mechanisim. In this paper we use a previously introduced method
of predicting rank variables to produce both buy and sell decisions. The rank vari-
ables are predicted by neural networks, and provide an efficient way to produce
daily buy (and also sell) suggestions. This should be seen in contrast to “ordinary”
technical indicators that often give very few signals, or buy/sell signals for many
stocks at the same time. The produced buy signals are further processed in a clas-
sification module that aims at identifying which of the numerous buy signals one
should trust, and of which ones one should discard. The classification reduces the
number of buy signals and also increases both hitrate and overall profit for a sim-
ulated trader. Data from the US stock market for 1992-2001 is used in the tests of
the system, and the results show how a trading system’s performance can be sig-
nificantly improved by adding a post-processing classification layer between the
generation of trading signals and the actual decision making.

1 Introduction

Technical analysis is a commonly used method among practitioners, to generate
buy and sell signals for stock trading. Statistical studies of the relevance of tech-
nical analysis have most often shown negative results, and the dominating aca-



demic view is that technical analysis simply does not work. However, there are
also papers claiming that technical analysis, under certain circumstances, can be
used for successful trading. In [6], technical indicators are dynamically optimized
with a sliding window technique, and the results show that the performance is sig-
nificantly improved by looking beyond static technical indicators. In the present
paper we use a previously introduced method of rank predictions [8] to produce
buy and sell signals for stock trading. The rank variables are predicted by neural
networks and provide an efficient way to produce daily buy (and also sell) signals.
To improve the quality of the buy signals, they are further processed in a classifi-
cation module that tries to identify which ones of the buy signals one should trust,
and which ones one should scrap.

The selected buy rules are combined with sell rules to a complete trading sys-
tem, which is evaluated in simulated trading with the ASTA system. A technical
overview of ASTA can be found in Hellstr¨om [8] and examples of usage in Hell-
ström [5] and Hellstr¨om, Holmström [9]. More information can also be found at
http://www.cs.umu.se/~thomash.

The data in the study comes from 599 current or former S&P 500 stocks on the
American stock market, from January 1, 1992 till December 31, 2001. The results
show how a trading system’s performance can be significantly improved by adding
a post processing classification layer between the generation of trading signals and
the actual decision making.

In Section 2 the rank measure is introduced. In Section 3, neural models for pre-
diction of the rank are defined, and historical data is used to estimate the weights in
the neural nets. Results from time series predictions are presented. The predictions
are used as a basis for a Decision Support System for stock picking, described in
Section 4. The trading signals are filtered in a classifier system, based on regres-
sion trees, and is described in Section 4.1. Section 5 contains a summary of the
results together with ideas for future research.

2 Stock Ranks

The returns of individual securities are the primary targets in most research that
deal with the predictability of financial markets. The rank concept focuses on the
observation that a real trading situation involves not only attempts to predict the
individual returns for a set of interesting securities, but also a comparison and
selection among the produced predictions. What an investor really wants to have
is not a large number of predictions for individual returns, but rather a grading of
the securities in question. Even if this can be achieved by grading the individual
predictions of returns, it is not obvious that it will yield an optimal decision based
on a limited amount of noisy data.

The k-day returnRk(t) for a stockm with close pricesym(1); :::; ym(t1) is
defined fort 2 [k + 1; :::; t1] as

Rm

k (t) =
ym(t)� ym(t� k)

ym(t� k)
: (1)



We introduce a rank conceptAm

k
, based on thek-day returnRk as follows:

Thek-day rankAm

k
for a stocksm in the setfs1; :::; sNg is computed by ranking

theN stocks in the order of thek-day returnsRk. The ranking orders are then
normalized, so the stock with the lowestRk is ranked�0:5 and the stock with
the highestRk is ranked0:5. The definition of thek-day rankAm

k
for a stockm

belonging to a set of stocksfs1; :::; sNg, can thus be written as

Am

k (t) =
#fRi

k
(t)jRm

k
(t) � Ri

k
(t); 1 � i � Ng � 1

N � 1
� 0:5 (2)

where the# function returns the number of elements in the argument set. This is
an integer between1 andN . Rm

k
is thek-day returns, computed for stockm. The

scaling between�0:5 and+0:5 assigns the stock with the median value onRk the
rank0. A positive rankAm

k
means that stockm performs better than this median

stock, and a negative rank means that it performs worse. This new measure gives
an indication of how each individual stock has developed relatively to the other
stocks, viewed on a time scale set by the value ofk:

The scaling aroundzero is convenient when defining a prediction task for the
rank. It is clear that an ability to identify, at timet, a stockm, for whichAm

h
(t +

h) > 0; h > 0, means an opportunity to make excess profit relative to the market.
A method that can identify stocksm and timest with a mean value ofAm

h
(t+ h)

> 0; h > 0, can be used as a trading strategy that can do better than the average
stock. The hitrate for the predictions can be defined as the fraction of times, for
which the sign of the predicted rankAm

h
(t + h) is correct. A value greater than

50% means that true predictions have been achieved. The following advantages
compared to predicting returnsRh(t+ h) can be noticed:

1. The benchmark for predictions of ranksAm

h
(t+h) becomes clearly defined:

A hitrate> 50% for the predictions of the sign ofAm

h
(t+h) means that we

are doing better than chance. When predicting returnsRh(t+h), the general
positive drift in the market causes more than50% of the returns to be> 0,
which means that it is hard to define a good benchmark. Furthermore, a
positive mean value for predicted positive ranksAh(t + h) (and a negative
mean value for predicted negative ranks) means that we are doing better
than chance: When predicting returnsRh(t + h), the general positive drift
in the market causes the returns to have a mean value> 0. Therefore, a mere
positive mean return for predicted positive returns does not imply any useful
predicting ability.

2. The rank valuesA1

k
(t); :::; AN

k
(t); for time t and a set of stocks1; :::; N are

uniformly distributed between�0:5 and 0:5 provided no return values are
equal. ReturnsRm

k
, on the other hand, are distributed with sparsely popu-

lated tails for the extreme low and high values. This makes the statistical
analysis of rank predictions safer and easier than predictions of returns.

3. The effect of global events gets automatically incorporated into the predic-
tor variables. The analysis becomes totally focused on identifying deviations
from the average stock, instead of trying to model the global economic situ-
ation.



3 Predicting the Ranks

For a stockm, we attempt to predict theh-day-rankh days ahead by fitting a
functiongm so that

Âm

h (t+ h) = gm(It) (3)

whereIt is the information available at timet. It may, for example, include stock
returnsRm

k
(t), ranksAm

k
(t), traded volume, etc. The prediction problem 3 is as

general as the corresponding problem for stock returns, and can be attacked, of
course, in a variety of ways. Our choice in this first formulation of the prob-
lem assumes a dependence between the future rankAm

h
(t + h) and current ranks

Am

k
(t) for different values ofk. I.e.: a stock’s tendency to be awinner in the

future depends on itswinner property in the past, computed for different time
horizons. This assumption is inspired by the autocorrelation analysis in Hellstr¨om
[7], and also by previous work by De Bondt, Thaler [1] and Hellstr¨om [5] showing
how these dependencies can be exploited for prediction and trading. Confining our
analysis to1�; 2�; 5�;and20�day-horizons, the prediction model 3 is refined to

Âm

h (t+ h) = gm(A
m

1 (t); A
m

2 (t); A
m

5 (t); A
m

20(t)): (4)

The choice of functiongm in this paper is a feed-forward neural network. The
network is trained using historical data. For a market withN stocks,N separate
networks are built, each one denoted by the indexm: Theh-day rankAm

h
for time

t+h is predicted from the 1-day, 2-day, 5-day and 20-day ranks, computed at time
t. To facilitate further comparison of them produced predictions, they are ranked
in the same way as in the definition of the ranks themselves:

Âm

h
(t+ h) 

#fÂi

h
(t)jÂm

h
(t) � Âi

h
(t); 1 � i � Ng � 1

N � 1
� 0:5: (5)

In this way theN predictionsÂm

h
(t + h);m = 1; :::; N; get values uniformly

distributed between�0:5 and0:5 with the lowest prediction having the value�0:5
and the highest one the value0:5.

The complete data set covers the years 1992-2001. We have used a sliding win-
dow technique, where 500 points (about 2 trading years) are used for training and
the following 100 are used for prediction. The window is then moved 100 days
(approx. 5 trading months) ahead and the procedure is repeated until end of data.
Since 500 points are needed for the modeling, the predictions are produced for the
years 1994-2001.

3.1 Evaluation of the Rank Predictions

The computed modelsgm;m = 1; :::; N at each time stept produceN pre-
dictions of the future ranksAm

h
(t + h) for the N stocks. TheN predictions

Âm

h
;m = 1; :::; N , are evenly distributed by transformation (5) in[�0:5; :::; 0:5].

As we shall see in the following section, we can construct a successful trading



system utilizing only a few of theN predictions. Furthermore, even viewed asN

separate predictions, we have the freedom of rejecting predictions if they are not
viewed as reliable or profitable. By introducing a cut-off value
, a selection of pre-
dictions can be made. For example,
 = 0:49 means that we are only considering
predictionsÂm

h
(t+ h) with jÂm

h
(t+ h)j > 0:49:

The results for 1-day predictions of 1-day ranksÂm
1 (t+1) for 
 between0 and

0:5 are presented in Figures 2 and 3. Figure 2 shows the hitrate for the positive
(solid curve) and negative (dotted curve) rank predictions. The hitrate for the posi-
tive predictions is the fraction of predictionŝAm

h
(t+h) > 
; with the correct sign.

A value significantly higher than50% means that we are able to identify higher-
than-average performing stocks better than chance. The hitrate for the negative
predictions is the fraction of predictionŝAm

h
(t + h) < �
; with the correct sign.

A value significantly higher than50% means that we are able to identify lower-
than-average performing stocks better than chance. For cut-off value
 = 0, the
hitrate is51:5% for both positive and negative rank predictions. By increasing
 to
0:49, the hitrate goes up to57% for predicted negative ranks.

Figure 3 shows the1-day return for the positive (solid curve) and negative (dot-
ted curve) rank predictions. The1-day return for the positive predictions is defined
as 100�Mean value of the1-day returnsRm

1
(t+1) for predictionsÂm

1
(t+1) > 
.

The difference between the mean returns for positive and negative rank predictions
shows that the sign of the rank prediction really separates the returns significantly.
For cut-off value
 = 0:49, positive predictions of ranks in average are followed
by a return of+0:5%, while a negative rank prediction in average is followed by a
return of�0:33%. All presented values are average values over timet and over all
involved stocksm.

4 Building a Trading System

The rank predictions are used as basis for a Decision Support System for stock
picking. The layout of the trading system is given by the two top blocks in Figure
1. The 1-day predictionŝAm

1
(t + 1) are fed into a decision maker that generates

buy and sell signals. The module ”Generation of trading signals” uses the 1-day
rank predictionsÂm

1
(t + 1) in combination with the cut-off value
 set to 0.49.

A buy signal is generated if̂Am
1 (t + 1) > 0:49, and otherwise a sell signal is

generated (of course provided the stock in question is in the portfolio). This results
in 5 to 6 buy signals being generated every day, which may be used directly as
trading signals. The result of a simulated trading, based on the described buy and
sell rules, is presented in the top three lines of Table 1. For the simulation, the
ASTA system [8] is used. The system uses daily data, where the trading decision
is based on each day’s close price, and the actual trading is done using the open
price for the following day. The commission is set to 50 USD per trade and the
trader’s initial capital is set to 100.000 USD. To enable a comparison with an
extended strategy, the simulation is carried out for the years 1999-2001. As we can
see from Table 1, the result is far from satisfying. The trader actually goes bankrupt



after a little bit more than one year. An analysis shows that the high commission
combined with the high number of trades (2075 for the year 1999) are the reasons
for this failure. The performance improves if the initial capital is increased, but
for a limited amount of capital it is clear that a very high number of trades is not
always a desirable property of a trading system. In the next section, this problem
is addressed by a classification module operating on the produced buy signals.

To improve the performance we now try to reduce the high number of trades
by adding a classifier to the trading system (Figure 1). The classifier described in
Section 4.1, uses additional technical information to filter out those buy signals
that really result in positive returns. In this way, the hitrate increases and the total
number of buy signals is reduced.
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Figure 1: Architecture for trading system based on rank predictions. The stocks
with the highest predicted ranks are passed on to a classifier. The clas-
sifier attempts to identify the succesful buy signals and blocks the other
signals.

4.1 Classifying Buy Signals through Partial Linear Trees

The classification schema used to reduce the high number of trades coming out
of the rank-based predictions is based on partial linear trees [13, 14]. The method
used to select the “trustable” buy signals uses a prediction of 1-day returns,R̂m

1
(t+

1), for the particular stock, which got a 1-day rank prediction higher than 0.49,i.e.



Âm
1
(t+1) > 0:49. If this predicted 1-day return is higher than a certain threshold,

we consider the signal “trustable”, otherwise we do not buy the security.
Partial linear trees result from the integration of partial linear models in the

leaves of a regression tree. The main motivation for this integration is to try to
achieve the predictive accuracy of partial linear regression (e.g. [11, 3]), whilst
maintaining the interpretability of tree-based models. Further details on both the
method of integration and the obtained results in terms of accuracy and inter-
pretability can be found in Torgo [13] and Torgo [14].

Partial linear regression [11] is a semiparametric regression technique that inte-
grates a standard least-squares linear polynomial with a kernel smoother [10, 15].
Given a query case for which we want a prediction, these models obtain it by
summing the value predicted by a linear polynomial with the value resulting from
smoothing (averaging) the errors of the polynomial in the neighboring training
sample observations (i.e. the most similar training cases). The more inadequate the
linear polynomial is versus the given training sample, the larger the importance of
the smoothing component. In the extreme case where the polynomial perfectly fits
the training data, a partial linear model is reduced to a standard least squares linear
polynomial.

Regression trees (e.g.[2]) handle multiple regression methods, obtaining mod-
els that have proven to be quite interpretable and having competitive predictive
accuracy. Moreover, these models can be obtained with a computational efficiency
that hardly has parallel in competitive approaches. A regression tree can be seen
as a kind of additive regression model [4] of the form,

rt (x) =

lX

i=1

ki � I (x 2 Di) (6)

wherek0

i
s are constants;I (:) is an indicator function returning 1 if its argument is

true and 0 otherwise; andD0

i
s are disjoint partitions of the training dataD so that

lS
i=1

Di = D and
lT

i=1

= �.

These models are sometimes called piecewise constant regression models. Using
these constantsk0

i
s at the leaves of the trees has shown its limitations in terms of

accuracy and smoothness of the function approximation [12]. Partial linear trees
are one of the possible ways of overcoming these difficulties. By using partial
linear models at the leaves, we are able to obtain smoother and more accurate
tree-based models.

In our experiments we have used partial linear trees as implemented in system
RT. RT is freely available for download at http://www.liacc.up.pt/~ltorgo. Using
the data from years 1992-1998 we have obtained a partial linear tree. This model
was then used to predict the 1-day return for the stocks with a 1-day rank prediction
higher than 0.49, for the years 1999-2001. If this predicted returnR̂1(t + 1) was
higher than a certain threshold we have a “trustable” buy signal, otherwise we
ignore the buy signal of the rank predictor.



4.2 Trading Performance

The annual trading profit for the complete trading system with classification, is
presented in rows 4-6 in Table 1. As can be seen, the performance is very good. The
trading strategy outperforms the benchmark consistently and significantly every
year and the mean annual profit is89:6%. The benchmark index is a computed
uniform stock index, based on all stocks that have data for a given day. Trading
this index would give a mean annual profit of16:4%.

The Sharpe ratio is another entity of importance when evaluating trading sys-
tems. The Sharpe ratio is the annualized profit divided by the annualized standard
deviation of the trader’s wealth over time. This value should obviously be as high
as possible for a system with a combined high profit and low risk. In the example,
the average Sharpe ratio for the simulated trader is1:5;while it is0:9 for the bench-
mark index. Furthermore, the number of trades every year has been reduced to267
per year in average, i.e. roughly one buy or sell order per day. The same trad-
ing results are also displayed graphically in Figure 4. The upper diagram shows
the equity curves for the trading strategy and for the benchmark index. The lower
diagram shows the annual profits as histograms. The equity curves illustrate how
the capital, initially scaled to 1, changes over time. While being a popular way of
presenting trading results, the equity curve is most often less informative than the
yearly histograms.

5 Conclusions

We have successfully implemented a trading system where trading rules based
on a model for prediction of ranks are combined with a classifier module that
reduces the number of trades, while increasing both the hitrate and the profit for the
individual trades. The results show how dynamic computation of trading signals in
combination with a post-processing step can improve profit without reducing the
Sharpe ratio below that of the benchmark. The mean annual profit for the trading
system with a classifier is89:6% compared to16:4% for the benchmark portfolio,
over the investigated 3-year period. The risk-adjusted return, as measured by the
Sharpe ratio, is1:5 for the trading system, while trading the benchmark portfolio
gives only0:9:

Of course, the general idea of adding a post-processing layer that classifies buy
signals can be applied to other kinds of technical indicators. It would also be inter-
esting to apply the classification to not only the buy signals, but also the sell sig-
nals.
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Table 1: Performance for trading systems without1 and with2 post-processing for
classification of buy signals. A stock index is used as a benchmark.

1999 2000 2001 Mean

Annual profit1 -76.5 -97.4 0.0 -58.0

Sharpe ratio1 -3.3 -5.8 -4.5

# trades1 2075 455 0 843

Annual profit2 50.1 78.5 140.1 89.6

Sharpe ratio2 1.0 1.3 2.1 1.5

# trades2 168 370 263 267

Annual profitindex 18.8 14.5 16.0 16.4

Sharpe ratioindex 1.2 0.7 0.8 0.9
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Figure 4: Trading results for trading with classified rank predictions as buy signals.
The trader outperforms the benchmark index significantly every year.


