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Qualitative evaluations: Here we have 100 
images and reviews, in which half of reviews 
generated by our personalized review 
generation model. Each participant votes all 
images, to justify if a review was written by 
human or machine.
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We introduce MG-PriFair, a multimodal neural-based framework, which generates personalized reviews with privacy and fairness awareness. We propose a novel
differentially private (dp)-embedding model for training privacy guaranteed embeddings and an evaluation approach for sentiment fairness in the food-review

domain. Experiments show that MG-PriFair is capable of generating plausibly long reviews while controlling the amount of exploited user data and using the least
sentiment-biased word embeddings. To the best of our knowledge, we are the first to bring user privacy and sentiment fairness into the review generation task. The 

dataset and source codes are available at https://github.com/ReML-AI/MG-PriFair.

with Privacy and Fairness Awareness
MG-PRIFAIR: MULTIMODAL REVIEW GENERATION

1 Introduction to the model:

- Privacy Controller: controls the amount        
of user information.

- Fairness Controller: evaluates the 
sentiment bias (fairness) of word embeddings to be 
used in the generation model.

- PRGen Model: a Personalized Review Generation 
Model receives receives as input an image, user, and 
entity e, and outputs a review document.

2 Dataset: We construct a new dataset from 
Yelp.com that contains restaurant reviews for 
seven different English speaking cities. 

3 Fairness Evaluation: 

A new R-WEAT list is proposed to evaluate
fairness of Word Embedding in Food
Review domain.

Evaluations:
- Generation evaluations
- Qualitative evaluations
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Figure 2: a) Architecture design of MG-PriFair which includes 
privacy and fairness controllers and a generation model. b) 
Our proposed personalized review generation model (PRGen).
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Figure 1: An example of online review from Yelp.com that 
contains personal information.

Figure 3: Examples of given images and generated 
reviews in comparison to ground-truth of MG-PriFair.

Figure 4: Fairness evaluation based on R-WEAT list for 
different word embeddings models. F-bias value (F) and 
classification accuracy (A) for each word embeddings model 
are reported in the form of F/A. Here, we proposed dpSENTI
, a differential private embedding optimized for sentiment 
classification task. Visualization method was inspired by 
Speer (2017b).

Generation evaluations: Comparison between 
our model (PRGenG-PY) and the baselines in 
image caption (ShowNTell) and review 
generation (MRG) in terms of Bleu-4, 
sentiment polarity, subjectivity, grammar 
errors (GramErr) and sentences’ length 
(AvgLen). The superscript * marks the metrics 
in which the lower value the better. POS, NEG, 
Avg and GT stand for positive, negative, 
average and groundtruth, respectively.

Table 1: Statistical information of the Dataset

Table 2: Comparison with image captioning baselines. 

Table 3: Voting results of User Study. 


