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Abstract

This paper presents VieCap4H, a grand data
challenge on automatic image caption genera-
tion for the healthcare domain in Vietnamese.
VieCap4H is held as part of the eighth annual
workshop on Vietnamese Language and Speech
Processing (VLSP 2021). The task is consid-
ered as an image captioning task. Given a
static image, mostly about healthcare-related
scenarios, participants are asked to design ma-
chine learning methods to generate natural
language captions in Vietnamese to describe
the visual content of the image. We intro-
duce VieCap4H, a novel human-annotated im-
age captioning dataset in Vietnamese that con-
tains over 10,000 image-caption pairs collected
from real-world scenarios in the healthcare do-
main. All the models proposed by the challenge
participants are evaluated using BLEU scores
against groundtruths. The challenge was run
on ATHUB.VN platform. Within less than two
months, the challenge has attracted over 90 in-
dividual participants and recorded more than
900 valid submissions.

1 Introduction

Humans are unique in their capability to inter-
pret and describe their visual perception in natural
language. In the last decade, we have witnessed
ground-breaking success of modern Al powered
by deep learning in different tasks in visual under-
standing (He et al., 2016; Ren et al., 2015; Xu et al.,
2017; Gordo et al., 2017) and natural language pro-
cessing (Lample et al., 2016; Devlin et al., 2019;
Vaswani et al., 2017; Zhang et al., 2019).
However, building a machine that learns to talk
about what it sees remains very challenging. In this
playground, image captioning, a machine learning
task that automatically generates natural language
descriptions of a given image, has emerged and at-
tracted enormous attention in the Al research com-
munity (Hossain et al., 2019; You et al., 2016; Yao
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Céc nhan vién y té dang lam viéc
tai mot diém tiém chlng.
(Medical staff working at a
vaccination site.)

Céc nhan vién y té dang tién
hanh tiém chiang cho ngui dan.
(Health workers are vaccinating
people.)

Figure 1: An example of the image captioning task in
VieCap4H data challenge. This image can be described
in words in two different ways: (1) describing partial
information of the image; and (1+2) describing overall
information of the image.

etal., 2017; Vinyals et al., 2016; Aneja et al., 2018;
Rennie et al., 2017; Anderson et al., 2018; Feng
etal., 2019; Vu et al., 2020). The task is fascinating
and yet challenging at the same time as it sits on
the bridge between computer vision and natural
language processing, the two most important fields
of modern Al.

The COVID-19 pandemic has exacerbated the
ongoing shortage of healthcare workers globally,
posing an urgent need for smart assistants that can
effectively cooperate with humans to fill the gap.
More specifically, these agents require a capability
to understand the healthcare domain and summa-
rize the visual information captured by a digital
camera to produce accurate descriptions and analy-
ses to humans. While there have been multiple im-
age captioning datasets available in prominent lan-
guages such as in English (Lin et al., 2014; Young
et al., 2014), Chinese (Wu et al., 2017), datasets
with Vietnamese captions are scarce. In this work,
we introduce a so-called image captioning dataset
VieCap4H to challenge machine learning models in
their ability to generate descriptions in Vietnamese
for visual content, mainly in the healthcare domain.
Figure 1 shows an example of the image captioning
task in VieCap4H data challenge - i.e., an image is
associated with at least one caption in Vietnamese.



In some cases, the same image can be described
in multiple ways to assess the generalizability of
different solutions.

Along with the introduction of the dataset, we
also run a challenge held as part of the eighth
annual workshop on Vietnamese Language and
Speech Processing (VLSP 2021). The challenge
was hosted on aihub.vn' which consisted of two
phases, including public test and private test during
September 20 to October 25, 2021. The challenge
recorded over 900 valid submitted entries in total
by 14 teams of nearly 90 participants.

The contribution of this work is two folds: (1)
we introduce a reliable dataset for image caption-
ing in healthcare specifically for the Vietnamese
research community as a result of a conscientious
annotation process, providing a fair benchmark for
interested researchers to train and evaluate their
models (2) we run a challenge with an automatic
evaluation framework to encourage participants to
make use of the provided dataset and contribute
their knowledge to advance the field, making po-
tential applications of the task in either healthcare
settings and general settings (e.g. virtual assistants
for blind and visually impaired people, or visual
content indexing and searching) accessible for the
local community.

The remaining sections of this paper are orga-
nized as follows. The next section will detail the
data collection and annotation process. Section 3
will discuss different approaches in solving the task
during the challenge. We will discuss the results
in detail in Section 4. Finally, we conclude the
paper with some discussions on future directions
and challenges of the topic.

2 The VieCap4H Dataset

2.1 Data collection

As we focus on images reported in news, we em-
ployed the following steps for constructing the
dataset. First, we select a set of articles collected
in the GDEL project’. An article is selected if its
url contains the substring /health/. This is to ensure
that the articles are within the healthcare domain.
We then downloaded all the selected articles and
extracted their images using the services provided
by Diffbot®. Lastly, the images are downloaded
and manually examined by two undergraduate stu-

'https://aihub.vn/competitions/40
“https://www.gdeltproject.org/
3https://www.diffbot.com/

dents. The images that are not truly related to the
healthcare domain are discarded.

A group of undergraduate students were then
recruited to write the caption for each of the re-
maining images. The students were given with
detailed instructions. Finally, all their captions are
revised by senior researchers. This last revision
helps to correct all the linguistic annotation mis-
takes and also to improve the consistency among
the captions generated by different students. Figure
2 summarizes our data collection and data annota-
tion process.

2.2 Dataset splits

We carefully design a splitting method to form dif-
ferent sets (i.e., training, public test, and private
test sets) from the collected data to provide a re-
liable evaluation of model performance. A good
data splitting method should divide the dataset into
splits in which each of them covers all usual and un-
usual patterns in the challenge domain. In addition,
as one image can inherently associate with multi-
ple captions and vice versa, the splitting method
needs to avoid identical images and captions appear
across the splits.

In VieCap4H, the K-mean clustering technique
is applied to distribute the collected data into three
different splits including training, public testing,
and private testing splits. To be specific, we firstly
use Fasttext-Sent2Vec (Pagliardini et al., 2018)
with the pre-trained model provided in ETNLP
(Vu et al., 2019) to extract the features of ground
truth captions. Since an image can include mul-
tiple captions, we take mean of the extracted fea-
tures of all the captions associated with the same
image to return a single feature vector per image.
These textual features are then served as the input
to the K-mean algorithm with K = 50 to cluster
the dataset into 50 distinguished non-overlapping
groups. Figure 3 presents word clouds showing the
most frequent words in representative clusters of
the ground-truth captions.

For each cluster, we take 80%, 10% and 10% of
the total images and their associated captions for
the train, public test and private test split, respec-
tively. Finally, we join the respective subsets over
all the clusters together to obtain the train, public
test and private test. The VieCap4H splits are made
available for public use*. Interested researchers
are required to sign up for an aihub.vn account to

*https://aihub.vn/competitions/40#participate
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Mot ngwei phu niv d6i mii va
deo khau trang mau trang. (A
woman wearing a white hat and

Mot ngwei doi mii va deo
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a mask.)
Images are collected from Images that are not Captions are written All the captions are
articles within the related to the healthcare manually by a group of finally revised by senior

\healthcare domain. ) \domain are discarded ) wdergraduate students/ Esearchers.

Figure 2: Overall pipeline for data collection and data annotation process. It consists of four steps: (1) Image
Collection, (2) Image Filtering, (3) Caption Generation, and (4) Final Revision.
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Figure 3: Word clouds showing the most frequent words in representative clusters of the ground-truth captions.

access the dataset.

During the two phases of the challenge, only
the visual part of the test splits is accessible to
participants while ground-truth captions are used

Avg. Avg.

captions | caption’s

at inference time for evaluation purposes only. Images | Captions
per length
2.2.1 Data statistics image | (tokens)
Train 8032 9429 1.17 11.88

We provide in Table 1 the statistics of the
VieCap4H dataset. The train split contains over
8,000 images with over 9,000 associated captions,
while the public test split and private test split have
approximately 1,000 images and ground-truth cap- Table 1: Data statistics of the VieCap4H dataset.
tions each. All splits have captions with similar

average length of approximately 12 words per cap-

tion.

Public test 1002 1039 1.04 11.86
Private test 1034 1095 1.05 11.97
All 10068 | 11563 1.15 11.89




Method Encoder- Unified V-L
Team decoder Pretraining
tiendv v
gpt-team v
coder_phuho v
caodoanhuit v
vingovan v
NguyenNghia v

Table 2: Methods used by top teams in the final round
of the VieCap4H challenge.

3 The VieCap4H Challenge

3.1 Methods

During the challenge, participants have utilized dif-
ferent network architectures to learn to generate
textual captions for visual content. These meth-
ods can be broadly classified into two categories
(See Table 2): Encoder-decoder framework based
methods and Unified vision-language pretraining
based methods. As deep neural models severely
suffer from data hungry, all the participants lever-
aged transfer knowledge by adapting different pre-
trained image captioning models and fine-tuning
them on the provided data to deal with the problem
of small training data provided by the challenge.

To be fair between all the participants, we asked
all the teams to register with the organizers be-
forehand to use these existing pre-trained models.
Table 3 summarizes all the pre-trained models that
are used by the challenge’s participants.

3.1.1 Methods using encoder-decoder
framework

A large body of works proposed for image caption-
ing task utilizes an encoder-decoder framework.
Specifically, the encoder is often a CNN based
model in early works (Vinyals et al., 2015) or a
transformer based model in more recent works
(Herdade et al., 2019), which takes as input a given
image and returns a vector representation of the
image. The visual encoding is then served as input
of the decoder, which is often a recurrent neural
network, to generate the output caption. These
models predict one word at a time using the vi-
sual encoding and a ground-truth caption during
training, while inputs are the visual encoding and
words that are generated in previous time steps dur-
ing inference time. Figure 4 illustrates a typical
encoder-decoder framework for image captioning.

Four out of six teams in the final round of the

VieCap4H challenge made use of the encoder-
decoder framework for their solutions with differ-
ent choices for network models for the encoder
and decoder. These teams have tried different set-
tings with different network architectures for visual
encoding, ranging from Rol pooling region fea-
tures extracted by Faster R-CNN (Ren et al., 2015)
to more recent Transformer-based models such as
Swin-Transformer (Liu et al., 2021) and Vision
Transformer (Dosovitskiy et al., 2021). Regard-
ing the decoder, all the teams either used LSTM
coupled with attention mechanism or Transformer
(Vaswani et al., 2017).

3.1.2 Fine-tuning unified vision-language
pre-training models

A number of unified vision and language pre-
training models (Zhou et al., 2020; Chen et al.,
2019; Lu et al., 2019) have been proposed in the
last few years to solve multiple vision and lan-
guage tasks with a single model by a simple fine-
tuning process. These models are usually trained
with a large amount of image-text data using self-
supervised learning techniques. They achieved su-
perior performance on various tasks including Vi-
sual Question Answering, Image-Text Retrieval
and Image Captioning.

In the scope of our challenge, the UIT Al team,
who achieved the highest performance on both pub-
lic and private leaderboards, made use of the VLP
model proposed by Zhou et. al. (Zhou et al., 2020).
Meanwhile, the GPT-team, who is the runner-up
of the competition, fine-tuned a variant of the GPT
model (Le, 2021) to solve both image captioning
and machine translation at once. Thanks to the su-
perb generalization capabilities of these pre-trained
models and the access to larger training data via
data augmentation and external data, these teams
outperformed other teams in the challenge utilizing
more traditional approaches by a large margin.

3.2 Training strategies

As the performance of deep neural networks is
largely reliant on the amount of training data, mul-
tiple teams of the challenge have applied different
augmentation techniques to diversify the training
data in order to better facilitate the learning of their
models.
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Figure 4: Illustration of a typical encoder-decoder framework for image captioning task. Example is taken from the

VieCap4H dataset.

[ Model

| Language [ Vision | Description ]

Faster R-CNN (Ren et al., 2015)

v Trained on Visual Genome (Krishna et al.,
2016)/COCO (Lin et al., 2014)

ResNet-152 (He et al., 2016)

Trained on ImageNet (Deng et al., 2009)

Swin-Transformer (Liu et al., 2021)

Trained on ImageNet-1K (Deng et al., 2009)

ViT Transformer (Dosovitskiy et al., 2021)

Trained on ImageNet (Deng et al., 2009)

EfficientNet (Tan and Le, 2019)

NNNS

Trained on ImageNet (Deng et al., 2009)

GPT2News (Le, 2021) v https://huggingface.co/imthanhlv/gpt2news
. Trained on large scale text dataset extracted
BERT (Devlin et al., 2019) v from BooksCorpus (Zhu et al., 2015) and English
Wikipedia
PhoBERT (Nguyen and Nguyen, 2020) v Trained on 20GB texts obtained from Vietnamese

news and Vietnamese Wikipedia

Table 3: Pre-trained models used by all the participants of VieCap4H challenge.

3.2.1 Data augmentation

The UIT Al team used NLP tools such as Under-
thesea® and PyVi library® to partly change the lin-
guistic structure of the annotated captions while
keeping the semantic meaning of the sentences
unchanged. They used a pre-trained PhoBERT
(Nguyen and Nguyen, 2020) to ensure the simi-
larity of the augmented captions and the original
captions. The Fruit Al team, who is ranked third
in the challenge, instead injected noise to each of
the annotated captions by replacing some charac-
ters in the captions with random characters and
assigned the augmented caption-image pairs with
fake labels.

Regarding image augmentation, most of the par-
ticipants used standard image augmentation tech-
niques such as horizontal flip, random crop to ob-
tain more training data. Compared to text aug-
mentation, image augmentation is more common
and convenient to do. The UIT Al team addition-
ally made use of external images crawled from

Shttps://github.com/undertheseanlp/underthesea
Shttps://github.com/trungtv/pyvi

external sources by matching the semantic of the
images with keywords in the VieCap4H annotated
captions.

3.2.2 Network training

The Fruit Al team trained a network model that
performs multi-task learning to predict the next
word in a caption while being able to identify cor-
rupted sentences with fake labels. The GPT team,
on the other hand, opted for a multi-task vision-
and-language model where they leveraged the Clip-
Cap model (Mokady et al., 2021) to perform image
captioning and language translation tasks at the
same time. These two teams ranked 3% and 2"¢
in the competition, respectively. All other teams
formulated image captioning task as a classical
classification task and trained their models with
cross-entropy loss. By having access to a much
larger amount of training data, the UIT Al team
considerably outperformed all the other teams in
the challenge in terms of quantitative results.



4 Results

4.1 Data format

The VieCap4H dataset includes images and their
annotated captions split into three subsets, includ-
ing train split, public test split and private split. The
textual annotations are provided in JSON files in
the following format:

[“id” : “uuid_img1”, “captions” : “captionl”,

“id” : “uuid_img2”, “captions” : “caption2”],

where “uuid_img1” refers to the unique index (ID)
of a specific image in the dataset and “captionl”
denotes the corresponding annotated caption by
human annotators as described in Section 2.

4.2 Submission format for evaluation

Participants are required to submit a JSON file that
includes the IDs of testing images and their corre-
sponding predicted captions. Note that the image
IDs in the submission and the provided sample file
must be in the same order. The submission format
is as follows:

[“id” : “uuid_img1”, “captions” : “captionl”,

“id” : “uuid_img2”, “captions” : “caption2”].

4.3 Evaluation metrics

Referring to (Chen et al., 2015), we use the BiLin-
gual Evaluation Understudy (BLEU), which is
a common metric for machine translation tasks,
to compute the n-gram co-occurrence between
ground truth captions and generated captions. Let
G = {{gi7t}$:1}il and P = {pi}i’il denote all
the ground truth éaptions gi,+ and corresponding
generated captions p; of all the images in a test set,
where the index 7 refers to the i-th image in the
corpus, D is the size of the test set and 7' is the
number of ground truth captions of the image .

Given K, is the number of selected n-gram for a
specific value of n included in a caption, the n-gram
precision scores at the corpus-level are calculated
by:

$ 3% min (max<c-<g- ) c-<p->)
PS,(P,G)— =H=t N | .

D K,

> > Cjpi)

i=1j=1

(1)

[ [ Value |

# individual participants 90
# valid teams 8
# selected teams 7
# submitted technical reports 6

Table 4: The competition participation summary.

Here C;(gi+) and C(p;) are functions to count
the number of n_gram; in the ground truth and
generated captions. To overcome the weakness
of the n-gram precision measure in which it can
receive a high score if the generated caption is a
substring of the ground truth caption, the PS,, score
calculated above is penalized by the brevity penalty
defined by:

1,L7P

BP(P,G):{e o rste o

1 LP>LG7

where Lp is the sum of the length of the gener-
ated captions and L is the sum of the effective
length of the ground truth captions. In case multi-
ple ground-truth captions of an image are available,
a representative ground-truth caption is chosen as
the one that has closest length to the generated cap-
tion. As a result, the BLEU score is computed
as:

N
s = exp (Z wylog PS, (P, G)) )

n=1

BLEU (P,G) =s-BP(P,G), (4)

with w,, served as the held constant weight for each
value of n.

4.4 Participation

During nearly two months of the competition, 90
individual participants registered for the challenge.
In which eight teams have signed the terms and
conditions upon the use of the provided VieCap4H
dataset. Out of all the participated teams, seven
teams are selected based on their results submit-
ted on the private test leaderboard. One team has
eventually withdrawn their results from the chal-
lenge, therefore there are six teams competing for
the top three prizes. All the teams in the final round
submitted their technical reports explaining in de-
tail their method and findings from the challenge.
Table 4 summarizes the competition participation.
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Figure 5: BLEU scores of submissions in top 8 on public
and private test splits.

[ | Public Test [ Private Test |

# valid submissions 830 97
Best result 0.306 0.329

Table 5: Statistics of the results.

4.5 Outcomes

There were 927 valid submissions recorded on our
challenge submission site. The best results mea-
sured by averaged BLEU scores (BLEU-0, BLEU-
1, BLEU-2 and BLEU-3) on the public test and
private test splits are 0.306 and 0.329 (See Figure
5). We provide statistics of the results in Table 5.

5 Conclusion

In this paper, we introduced VieCap4H, a novel
image captioning dataset in Vietnamese, which
provides over 10,000 image-captions pairs. The
images in the VieCap4H dataset are crawled from
healthcare related news while the captions are done
by human annotators. The dataset serves as a reli-
able benchmark to advancing research on automatic
caption generation in Vietnamese, specifically in
the healthcare context. We also reported details of
the VieCap4H challenge which was held as part of
the eighth annual workshop on Vietnamese Lan-
guage and Speech Processing (VLSP 2021). The
challenge attracted over 90 individuals within only
two months, revealing an enormous interest of the
local research community in the task.
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