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ABSTRACT

Given the increasing number of heterogeneous data stored in re-
lational databases, file systems or cloud environment, it needs to
be easily accessed and semantically connected for further data ana-
lytic. The potential of data federation is largely untapped, this paper
presents an interactive data federation system (https://vimeo.com/
319473546) by applying large-scale techniques including hetero-
geneous data federation, natural language processing, association
rules and semantic web to perform data retrieval and analytics on
social network data. The system first creates a Virtual Database
(VDB) to virtually integrate data from multiple data sources. Next, a
RDF generator is built to unify data, together with SPARQL queries,
to support semantic data search over the processed text data by
natural language processing (NLP). Association rule analysis is
used to discover the patterns and recognize the most important
co-occurrences of variables from multiple data sources. The system
demonstrates how it facilitates interactive data analytic towards
different application scenarios (e.g., sentiment analysis, privacy-
concern analysis, community detection).
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1 INTRODUCTION

Motivation. The ultra-connected world has been generating mas-
sive volumes of heterogeneous data stored in different data sources.
And these data sources need to be normalized and interconnected to
create a federated database that can be used to analyze, extract use-
ful knowledge, and present it as a valid element for decision making.
Semantic web techniques (e.g., RDF, SPARQL) have been widely
used for data federation and linkage. However, the primary issue of
the semantic web is insufficient integrated solution. To tackle this
issue, we applied data federation, semantic web, and data mining
technologies to develop this system, which can complement with
each other. The system allows users to select data sources, interact
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with visualized graphs, and run customized queries across federated
data to meet specific needs for data analytics.

Related Work. Related with data federation, there exist some pop-
ular enterprise data virtualization tools, such as IBM InfoSphere
Federation Server (https://ibm.co/2qWQbom) and Oracle Data Ser-
vice Integrator (https://goo.gl/6MKXKF). As well as some open
source frameworks such as Teiid (teiid.jboss.org) which we used in
this paper. Similar efforts in data federation have been seen from
academia such as BioMart (www.ensembl.org/biomart) and Mael-
strom (www.maelstrom-research.org). In the context of RDF and
Linked Open Data, various works have been proposed in the litera-
tures [2, 3]. In addition, several tools offering RDF and linked data
visualization have been developed e.g., Sgvizler [6], LODWheel
[7], IsaViz 1 RDF-Gravityz, etc. Also, many researchers used fed-
erated SPARQL queries to analyze and visualize linked data[4].
However, considering advanced data analytics across federated
data is ignored. In this demo paper, we proposed RDF-supported
data visualization framework over federated databases enriched
with data mining (e.g., association rules) and NLP techniques (e.g.,
sentiment analysis). It can efficiently federate and analyze large
heterogeneous data sources for general or specific analysis needs
(e.g., community detection and the like).

Dataset. We processed one of the largest social science research
databases, myPersonality corpus 3, which was collected from over
6 million volunteers on Facebook (FB). The data was anonymized
and sampled to share with registered scholars around the world. In
this paper, we used four of its data sources including demographic
dataset, personality dataset, political views, and FB status updates
dataset. One more community detection dataset was inferred based
on these four. More information about these data sources is available
in the menu of Data Source of the demo system.

Contributions. We build up a federation system, mapping the
multiple heterogeneous, distributed, and autonomous data sources
into a unified federated database interface, where user can choose
data sources in their area of interest; we provide data analytics
including data exploration and search, which empowers users with
ability to explore the data via data mining algorithms (i.e., asso-
ciation rules), and search by queries to lead advanced analytics.
we implement interactive visualization, which allows users to plot
the result in different formats like tables, graphs, scatter plots, and
download the results. The system is scalable by adding other data
sources, applying other data mining algorithms, and aiming at other
data analytic scenarios.
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Figure 1: Overview of system architecture: (1) Data Federation, (2) Data Linkage, and (3) Data Analytics.

2 SYSTEM DESCRIPTION

The system architecture is shown in Figure 1 with three goals
including data federation, data linkage, and data analytics. On the
server side, data from multiple data sources were preprocessed

and connected through a VDB in the local deployed Teiid server.

Different techniques are firstly applied to process raw data including
generating RDF from raw data and indexing text-based data (Process
1). Association rule analysis is applied to support data exploration,
such as exploring hidden patterns and co-occurrences of variables
from multiple data sources in visualized ways (Process 2). After
data exploration, users can go to data search and issue queries
across RDF endpoints for general/specific data analytics, which
are powered by semantic web techniques (Process 3). Based on the
three processes mentioned above, on the end-user side, users are
enabled to view metadata of data sources, explore the individual
and federated data, and further construct simple/advanced queries
of their (research) interests, to get data analytic results. Figure 2
presents the user interface.

Ahead of the above procedure, we apply NLP techniques [10] for
raw data preprocessing (e.g., data normalization, standardization,
non-utf8 characters removal etc.) and infer additional variables
such as sentiment analysis and privacy concern based on the given
variables. More information about these variables can be found in
the menu of Data Source in the system.

Interactive Data Federation for Heterogeneous Data Retrieval and Analytics

We facilitate data federation and knowledge extraction through data linkage, data analytics, and data retreval.
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Figure 2: User interface of the system
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2.1 Data Federation and Data Linkage

Data Federation. Our data federation component was built based
on an open source framework Teiid, which is a data virtualization
system that allows applications to use data from multiple, hetero-
geneous data stores. We created virtual database (VDB) for data
federation, where data is accessed and virtually integrated in real-
time across distributed data sources without copying or otherwise
moving data from its system of record.

Data Linkage. After data federation, we applied semantic web
techniques (e.g., RDF, SPARQL) for data linkage, which is a method
for publishing structured data using vocabularies like schema.org
that can be connected together and interpreted by machines. We
created our own RDF generator, which standardizes the raw data to
a unified RDF format and stored in RDF database as shown in Fig-
ure 1, so they can be read automatically by computers and enable
data from different sources to be connected and queried. After-
wards, we apply the inverted indexing schema from ElasticSearch
(www.elastic.co) (ES) for data indexing, which is an open source,
distributable, and highly scalable search engine. The indexed results
are stored to ES database. These two steps are critical to facilitate
efficient data analytics in the following.

2.2 Data Analytics

Data Exploration. After getting to understand the data sources,
users are guided to apply data mining techniques to explore patterns
and correlations over data variables. We take association rules tech-
nique as an example to show how data mining techniques discover
the relationship between variables in federated data. Association
rules technique was initiated by Agrawal [1] to analyze transac-
tional databases. It usually defined as an implication of the form
A — BsuchasA,B CIand AN B = 0. Every rule is composed of
two different sets of items A and B, where A is called antecedent
or left-hand-side (LHS) and B called consequent or right-hand-side
(RHS). In order to select interesting rules from the set of all possible
rules, constraints on various measures of significance and interest
are used. The best-known constraints are minimum thresholds on
support and confidence. The support is defined as the proportion
of transactions in the database which contain the items A, and the
confidence defines how frequently items in B appear in a transac-
tion that contains A. In this system, we apply Apriori algorithm [1]
to extract association rules among variables over the federated data.
For example, given the FB users with specific variables like age (e.g.,
31-40), gender (e.g, female), and relation status (e.g., married), the
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system may present association rule graph with quantified scores
of the fourth variable “personality”, which indicates the prone of
specific personality (e.g, high-score neuroticism, low-score agree-
ableness etc.) of these types of users.

Data Search. After exploring the federated data sources, users

Case-Study1&2 Dashboard Case-Study 3 Dashboard Advanced Dashboard

Search Keyword

E.g., message: Obama x Q

Figure 3: Data Search interface of the system

come to the page of Data Search and issue queries over the indexed
data on ElasticSearch. As shown in Figure 3, for demonstration pur-
pose, we created two dashboards of Case-Study 1&2 and Case-Study
3 for users. Each dashboard provides a search box as well as filter
configurations. We have the pure long-text based variable (i.e., FB
status update) to support text-based query, and additionally users
will add filters to setup constraints for other variables to customize
their own query. The third dashboard supports general advanced
search (e.g., Boolean search).

3 DEMONSTRATION OF THE SYSTEM

For demonstration, let’s say Alice, a psychologist researcher, who
wants to research the correlation of personality and stresses in
people’s life based on social network behaviours. Alice is enabled
to apply given data mining algorithms (i.e., association rules) to
explore the hidden patterns across selected variables of interests.
Next, Alice will further extrapolate the returned results in Data
Search to have more detailed information of those people. These two
steps will be described in case-study 1 and case-study 2 accordingly.

3.1 Case-study 1: association rules based
sentiment analysis

In this case study, Alice will select her variables of interests in-
cluding sentiment_score_subjectivity (sentiS), cNEU (neuroticism),
cCON (conscientiousness), CAGR (agreeableness) [8] in the graph
visualization panel @ to be inferred through association rules.
We applied the Apriori algorithm [1] to extract frequent variables,
which satisfies the minimum support requirement specified by the
user, and then generate association rules based on the user-specified
confidence threshold. As shown in Figure 4, in Data Exploration,
the four variables were chosen to run the inference. Parameter
configuration panel @ was displayed on right side including se-
lecting data source, setting support and confidence thresholds for
association rules. Above the configuration panel, a component of
“User Guide-Help” gives user guidance of exploring this page. After-
wards, Alice moves to the bottom panel @ and clicks “association
rule graph” tab to see the results like in Figure 5. In this figure, the
rectangles represent variables and the circles represent association
rules. Larger size of circle imply more data records matching the
rule, while the darker circle represent more importance of the rule.

Regarding the research question, Alice found a hidden pattern
between three variables regarding neurotic people (cNEU), which
is a personality trait that reflects one’s ability to deal with emotion
states, such as stress and anxiety. The pattern suggests that people
who are not agreeableness (N.AGR) and do not have strong purposes
in the way they say on FB status (sentiS=0) then most likely they
are neurotic people. This hidden pattern however might not be
sufficiently significant to draw such a conclusion to define neurotic
people. Therefore, Alice will verify this discovered pattern in Data
Search to confirm this pattern across data sources. The case-study 2
will explain in more detail how Alice confirms the explored pattern.
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Figure 4: Selected variables on Data Exploration
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Figure 5: Case study of association rule based sentiment
analysis on selected variables.

3.2 Case-study 2: personality and sentiment
analysis

In this case study, we show how Data Search can be used to con-
firm the hidden pattern that Alice found out using the associa-
tion rules. As shown in Figure 6, in Data Search, after issuing
the query “sentiment_score_subjectivity:0 AND cagr:N.AGR AND
ccon:N.CON” (Q1), Alice got a line chart showing the fraction be-
tween different personality traits and age group. It clearly shows
that the neurotic group of people is the major group among five
personality traits. Furthermore, Alice can find more information
related to this group of neurotic people. For instance, a graph called
“Age_Political_Views” shows that, mainly neurotic people have polit-
ical views of “doesn’t care” and “democratic”. This extrapolation is a
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Figure 6: Case study of using Data Search to reconfirm the
results from Data Exploration

powerful feature that Data Search can provide for data analysts. Due
to the limited space, we cannot show all analytic graphs that Alice
can see based on her query. Thus, we specially create a dashboard
called Case-Study 1&2 Dashboard for this demonstration. Anyhow,
Alice can also issue the query Q1 to “Advanced Dashboard” and
find more related information to the neurotic group of people to
confirm the hidden pattern.

Remarks: In order to have a finally verified answer on the re-
search question, Alice must also run a number of statistical analysis
to reconfirm the statistical signification of the pattern. Nevertheless,
Alice’s job now already becomes much easier. In future, we plan to
add statistical analysis to the system as well.

3.3 Case-study 3: privacy-concern analysis

This case study shows how privacy-concern analysis is done through
community detection and data analysis based on different variables
(i.e., age, gender, personality, FB status). It is clearly that privacy-
concerns on social network is an important factor to protect peo-
ple’s privacy on personal data [9]. Since there was not any user
defined privacy-concerns information in the given dataset, we ap-
ply an approach from [10] to infer people’s privacy based on their
FB status and personality. As shown in Figure 7, in Data Search,
the Case-Study 3 Dashboard displays four different charts to char-
acterize privacy-concerns of people across data sources and their
demographic information. The chart @ shows the personality
difference based on different age groups, chart @ shows the num-
ber of communities based on different privacy-concerns, chart @
shows the correlation between privacy-concerns and age, and chart
@ shows the association between gender, privacy, and sentiment
embodied in their FB status. Especially, users can simply search
based on keywords. For instance, if a user issues a query “Obama”
and sees people’s sentiment polarity (e.g., positive, neutral, nega-
tive) when they talked about Obama. It is found that 56.9% of users
who mentioned the word “Obama” are females, in which 19.95% of
them have negative sentiment when they mentioned about Obama.
After digging deeper into the raw data, we realized that FB users
complained about Obama mainly because of high unemployment

rate in USA during his presidency, such as one post saying “because
of obama there are no more jobs left in america”.
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Figure 7: Case study of privacy-concern analysis

3.4 Implementation and demo environment

The system was implemented in Java and R. Data federation mech-
anism was built on Teiid. We developed the interactive and user-
friendly interfaces using R shiny (shiny.rstudio.com/) and ArulesViz
[5]. We built our own RDFGenerator to generate RDF files from
VDB (Virtual Data Bases), and stored them in Apache Jenna Fuseki
(jena.apache.org). To support Data Search, we employed Elastic-
Search and Kibana for high performance data retrieval. Thanks
to the plugin based architecture, Kibana can be easily extended
to suit particular needs. For instance, according to the different
data analytic requirements from different end-users, we support
extended customized dashboard for each user need.
Brief information of the web-based prototype:

e System video URL: https://vimeo.com/319473546

e Multiple Operating System(s): Linux, macOS, Windows
o State-of-the-art browsers e.g., Chrome (recommended)
e Memory: from 1GB

4 CONCLUSION

In this paper, we have proposed a graph-based data federation sys-
tem for heterogeneous data analytics. It is an open-source SPARQL
query builder and result-set visualizer for heterogeneous data sources
(i.e., myPersonality corpus) which allows users to easily construct
and explore data over heterogeneous data sources. The system is
scalable by easily adding new heterogeneous data sources, and
customizing data representation and analytics by users, especially
researchers based on their own interests. The future work will be
adding more text-based data sources, extending more data mining
algorithms options for data exploration to accompany data search.
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