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Summary. Boundary shape optimization problems for systems governed by par-
tial differential equations involve a calculus of variation with respect to boundary
modifications. As typically presented in the literature, the first-order necessary con-
ditions of optimality are derived in a quite different manner for the problems before
and after discretization, and the final directional-derivative expressions look very
different. However, a systematic use of the material-derivative concept allows a uni-
fied treatment of the cases before and after discretization. The final expression when
performing such a derivation includes the classical before-discretization (“continu-
ous”) expression, which contains objects solely restricted to the design boundary,
plus a number of “correction” terms that involve field variables inside the domain.
Some or all of the correction terms vanish when the associated state and adjoint
variables are smooth enough.

Computer simulations of systems in science and engineering provide an
efficient and cost effective tool to explore how performance depends on geo-
metric features of the system components. An attractive alternative to trial-
and-error testing is numerical design optimization, in which we introduce a
parameterization of the geometry and let a numerical optimization algorithm
interact with the simulation software in order to explore the parameter space.
Boundary shape optimization is a strategy for design optimization that exam-
ines displacements of the boundary to a given domain. Such optimization is
a powerful tool for final design, in order to put the final touch to a given con-
figuration. Numerical boundary shape optimization typically uses body-fitted
meshes, which makes the method suitable for problem exhibiting boundary
layers or other phenomena with high sensitivity to boundary smoothness.

Besides boundary shape optimization, there are other, conceptually dif-
ferent techniques for design optimization that can handle much more general
geometries than those generated by displacements of a given boundary; the
term topology optimization is often used to highlight the generality. In the so-
called material distribution method for topology optimization, it is coefficients
of the governing partial differential equations discretized on a fixed mesh that
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are subject to optimization [2]. Such methods can generate arbitrarily com-
plex geometries and are therefore suitable for preliminary design studies. The
price for the generality is the limited resolution of the boundary geometry:
typically, the boundary is represented using a staircase approximation, which
is likely to cause problems in connection with boundary layers, for instance.

Conceptually, boundary shape optimization is a calculus of variation with
respect to boundary modifications and traces its historical roots back to the
works by, for instance, Newton, Lagrange, and Hadamard. The modern de-
velopment was initiated in the early 1970s, mainly by the French school of
numerical analysis, through researchers like Cea, Glowinski, and Pironneau.
Although the field has developed and matured over the years, it is perhaps fair
to say that the impact on science and engineering practice has been limited.

In contrast, the technique of optimal layout of a linearly elastic structures
using the material distribution method for topology optimization has indeed
had a noticeable impact on the design of mechanical components. There are
commercial software packages available, for instance from Altair Engineering
and FE-design, which are increasingly used for the design of mechanical com-
ponents, particularly in the vehicle and aerospace industries. Boundary shape
optimization is then used as a post processing tool for the layout obtained by
topology optimization. However, boundary shape optimization is not much
used for practical engineering design outside of such structural “sizing”. One
reason for the limited impact can be the complexity of managing a system
for shape optimization: software for parameterization of shapes, mesh defor-
mation, solvers, sensitivity analysis, and optimization needs to be developed
and interfaced in an intricate way. Another reason is computational: solving a
shape optimization problem takes often at least an order of magnitude longer
time than a pure simulation. Because of the explosive development of hard-
and software resources, these hurdles are likely to be overcome eventually.
The recent appearance of several monograph dedicated to shape optimiza-
tion [4, 6, 8, 10, 11, 12] is hopefully indicative of a revival.

The key to be able to treat shape optimization problems with a large
number of design variables lies the use of gradient-based optimization meth-
ods and, in particular, in the use of adjoint equations to extract the directional
derivatives. The experience collected through my own involvement in bound-
ary shape optimization strongly indicates that the sensitivity information—
directional derivatives of objective functions and constraints—needs to be
very accurately computed in order for the optimization algorithms to fully
converge. As was early on recognized, not the least by Roland Glowinski and
his colleagues when developing shape optimization techniques, the processes
of discretization and differentiation do not commute in general. That is, a
discretization of the necessary conditions of optimality (differentiate-then-
discretize, or the “continuous” approach) does not generally lead to the same
expressions as when deriving the necessary conditions for the discretized op-
timization problem (discretize-then-differentiate, or the “discrete” approach).
The latter strategy is more reliable in my experience, but may be difficult
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to effectuate in practice for complicated problems. Glowinski & He [7] and
Gunzburger [8, §2.9], among many others, discuss and offer perspectives on
this somewhat controversial issue.

A disturbing fact is that the two approaches often appear to be unrelated:
the procedure for deriving the first-order necessary conditions in the undis-
cretized case is typically different from the one used in the discrete case, and
the final expressions look very different. These problems may have contributed
to the reason why there are very attempts to perform analysis of convergence
and approximation errors for shape optimization problems. One of the few at-
tempts reported in the literature are by Di Cesare, Pironneau, and Polak [5],
[12, Ch. 6].

The present article shows that a systematic use of the material derivative
allows a unified sensitivity analysis in the undiscretized and discretized cases.
To minimize technical issues, the derivation will be made for a model elliptic
problem and will be largely formal (without existence proofs for instance).
However, the derivation will be made in a way that does not violate the reg-
ularity properties of the discrete problem. The final directional-derivative ex-
pression (45) (which appears to be new) contains the “continuous” expression
plus a number of correction terms that are generally nonzero in the discrete
case, but that vanish when the state and adjoint solutions are regular enough.

1 A potential flow model problem

±Á̂
¡d

¡d(t)

¡io
¡ioΩobsΩ

Fig. 1. An example domain for the model shape optimization problem

We consider the flow of an incompressible fluid in a bounded domain
Ω ⊂ Rd, d = 2, 3 with a Lipschitz boundary ∂Ω (figure 1). Fluid is flow-
ing in and out through Γio ⊂ ∂Ω; otherwise there are impenetrable walls at
the boundary. Let Γd ∈ ∂Ω \ Γio be a part of the boundary. We wish to ma-
nipulate the shape of the design boundary Γd in order to affect the velocity
field in a desired way. Let U be the set of admissible design boundaries, whose
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definition may provide conditions such as bounds on curvature, bounds on dis-
placements from a reference configuration, or requirements such as convexity
of the domain. In order to perform a calculus of variation on Γd, we introduce
a design variation δφ̂ : Γd → Rd that generates a family of deformed design
boundaries Γd(t) ∈ U in the following way: for each x ∈ Γd, there is an
x(t) ∈ Γd(t) such that

x(t) = x+ t δφ̂(x) t ∈ [0, α]. (1)

In order for formula (1) to generate Lipschitz design boundaries that are con-
nected to the rest of the boundary, any feasible design variation needs to be
Lipschitz continuous and vanishing on ∂Γd. Any admissible δφ̂ should also of
course be compatible with the definition of U . Further smoothness require-
ments on δφ̂ will be introduced in §3 to allow differentiation. We assume that
α > 0 is small enough so that the mapping between Γd and Γd(t) is bijective
for each t ∈ [0, α].

The displaced design boundaries Γd(t) generate a family of domains Ω(t)
with Lipschitz boundaries. We consider the following potential-flow model
defined on Ω(t):

−∆u+ εu = 0 in Ω(t),

∂u

∂n
= g on Γio,

∂u

∂n
= 0 on ∂Ω(t) \ Γio,

(2)

where ε > 0 is a small “regularization” parameter introduced to avoid the
singularity of the pure Neumann problem. The standard variational form of
state equation (2) is:

Find u(t) ∈ H1
(
Ω(t)

)
such that∫

Ω(t)

∇v · ∇u(t) + ε

∫
Ω(t)

vu(t) =

∫
Γio

vg ∀v ∈ H1
(
Ω(t)

)
,

(3)

where the notation u(t) indicates the dependency on t.

Remark 1. Throughout this article, we will leave out symbols for volume and
surface measure in the integrals, since the appropriate measures will be clear
from the context.

Now introduce an observation domain Ωobs that does not intersect with
the design boundary; that is, Ωobs ⊂ Ω such that Ωobs ∩ Γ d(t) = ∅. We
wish to manipulate the shape of Γd such that the velocity field within the
observation domain coincides as closely as possible with a given velocity field
uobs, a requirement that naturally leads to the objective function

J(δφ̂; t) =
1

2

∫
Ωobs

|∇u(t)− uobs|2. (4)
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Some variation of the above problem is a common model problem for shape
optimization in the context of fluid flow; Cesare et al. [5] consider essentially
the same problem, for instance.

2 Sensitivity analysis

Here, we present the well-known formulas resulting from a sensitivity anal-
ysis of objective function (4), as described in the book by Pironneau [13],
for instance. Section 2.1 gives the expressions before discretization, whereas
corresponding expressions obtained after a finite-element discretization are
reported in section 2.2.

2.1 Before discretization

A sensitivity analysis of objective function (4) and state equation (3) concerns
the calculation of one-sided directional derivatives of the objective function
with respect to design variation δφ̂; we will use the notation

δJ(δφ̂) =
d+

dt
J(δφ̂; t)

∣∣
t=0

= lim
t→0+

J(δφ̂; t)− J(δφ̂; 0)

t
. (5)

The use of the one-sided derivative is essential when performing sensitivity
analysis around admissible designs for which geometry constraints are active.

The classical expression for the directional derivative is

δJ(δφ̂) = −
∫
Γd

n · δφ̂∇u · ∇u∗ − ε
∫
Γd

n · δφ̂uu∗, (6)

where u∗ ∈ H1(Ω) satisfies the adjoint equation∫
Ω

∇w · ∇u∗ + ε

∫
Ω

wu∗ =

∫
Ωobs

∇w · (∇u− uobs) ∀w ∈ H1(Ω). (7)

Note the advantage of introducing the adjoint equation: the directional deriva-
tive for each feasible design variation δφ̂ can be computed by repeated eval-
uation of integral (6) without solving any more equations.

Expression (6) is typically derived through a change of variables involving
a smooth bijection between Ω and Ω(t). Such a mapping can be constructed

by extending the boundary variation δφ̂ to a domain variation δφ : Ω → Rd
such that for each point x ∈ Ω, there is a unique point x(t) ∈ Ω(t) given by

x(t) = x+ t δφ(x), (8)

and such that δφ|Γd
= δφ̂.

Although the extended mapping is used for the derivation, under certain
smoothness assumptions of δφ together with regularity properties that will be
made explicit in section 5, it holds that the final expression (6) is independent
of the particular choice of extension.
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Fig. 2. Each mesh vertex displacement t δxk is interpolated onto the support ωk of
the continuous piecewise-linear finite-element basis functions N1

k .

2.2 After finite-element discretization

In the discrete case, it is natural to use the locations of the mesh vertices at
the design boundary Γd as design variables. However, in order to retain mesh
quality, it is in general necessary to modify the mesh inside the domain as
well. Thus, for generality, associate with each mesh vertex a vector δxk ∈ Rd
that indicates a feasible direction of movement for vertex k. Associated with
mesh vertex variation δxk, it is convenient to define the domain variation
δφk = N1

kδxk, where N1
k is the continuous piecewise-linear finite-element

basis function at vertex k. Subject to variation δxk, each x(t) in the deformed
domain Ω(t) is then given by

x(t) = x+ t δxkN
1
k (x)

= x+ t δφk(x),
(9)

and Ω(0) = Ω. Formula (9) interpolates deformation t δxk at vertex k on the
support of N1

k . Note that the use of piecewise-linear basis functions implies
that planar mesh surfaces and edges will remain planar under the deformation.
Figure 2 illustrates deformation (9) in two cases. If the mesh on domain Ω
is nondegenerate, then for each mesh vertex k, there is an αk > 0 such that
the mesh associated with deformation (9) will also be nondegenerate for all
t ∈ [0, αk].

Now discretize equation (3) on the domain Ω using a conforming finite-
element discretization in a subspace Vh ⊂ H1(Ω). Given the deformation (9)
associated with an arbitrary mesh vertex k, we may then define a family of
discrete solutions

uh(t) ∈ Vh(t) ⊂ H1(Ω(t)) such that∫
Ω(t)

∇vh · ∇uh(t) + ε

∫
Ω(t)

vhuh(t) =

∫
Γio

vhg ∀vh ∈ Vh(t),
(10)

and consider the discrete objective function
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Jh(δφk; t) =
1

2

∫
Ωobs

|∇uh(t)− uobs|2. (11)

The following classical expression (e. g. [12, §6.5]) holds for the directional
derivative of Jh:

δJh = −δxk ·
∫
Ω

∇N1
k (∇uh · ∇u∗h) + δxk ·

∫
Ω

∇uh(∇u∗h · ∇N1
k )

+δxk ·
∫
Ω

∇u∗h(∇uh · ∇N1
k )− ε δxk ·

∫
Ω

uhu
∗
h∇N1

k ,

(12)

where u∗h ∈ Vh such that∫
Ω

∇wh · ∇u∗h + ε

∫
Ω

whu
∗
h =

∫
Ωobs

∇wh · (∇uh − uobs) ∀wh ∈ Vh. (13)

Expression (12) reveals expressions for the derivative of Jh with respect
to variations of each mesh vertex in all coordinate directions (note that the
integrals are vectors with d components). Once the state uh and adjoint state
u∗h are known, all these derivatives can be computed by a single assembly loop
over all elements. The derivatives can, for instance, be stored in a vector DJh
of dimension dn, where n is the total number of mesh vertices. Elements dk,
dk+ 1, . . . , dk+ d− 1 of DJh then contains the d components of the integrals
in expression (12).

However, in shape optimization, it does not make much sense to optimize
the position of each mesh points independently. A good strategy is to modify
the locations of the mesh vertices on Γd explicitly using updates from the
optimization algorithm, and employ a mesh deformation strategy to move
the rest of the mesh vertices indirectly in order to preserve mesh quality. In
simple geometries, such a mesh deformation can be defined by an explicit
formula based on the distance to Γd. A more general strategy, however, is to
use a numerical deformation strategy, for instance based on elliptic smooth-
ing [12, §5.3]. To describe the role of the mesh deformation in the derivative
calculations, consider the spaces of discrete boundary and domain variations,
Ûh = span(δφk)k∈V(Γd) and Uh = span(δφk)k∈V(Ω), where V(γ) denotes the
set of mesh vertices located in the subdomain γ. A mesh deformation strategy
defines a mapping a : Û → U , and the objective function that is in reality
used for optimization when employing a mesh deformation is the composition
Ĵh = Jh ◦ a. By the chain rule, the derivative of mapping Ĵh will be

DĴh = AT DJh, (14)

where A is a matrix representation of the Jacobian of the mesh deformation
mapping a.

Note that the discrete adjoint equation (13) constitutes a finite-element
discretization of adjoint equation (7). However, the discrete directional deriva-
tive expressions (14), (12) carry no obvious resemblance to expression (6).
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3 Shape and material derivatives of functions

In section 5, we will perform the sensitivity analysis in a way that simultane-
ously provides the seemingly quite different expressions (6) and (12). A main
component of the derivation is the differentiation of state equations (3) and
(10). There are two fundamentally different ways in which a function can be
differentiated with respect to variations in the domain on which it is defined:
as a material or as a shape derivative. These concepts, shortly reviewed below,
are analogues to the material and spatial derivatives in continuous mechan-
ics [9, §8]. For a thorough treatment of these concepts in the framework of
shape optimization, see the monograph by Sokolowski and Zolesio [14]. This
section aims to demonstrate a fact that seems curiously underappreciated in
the shape-optimization literature: the material derivative is better suited, due
to its favorable regularity properties, than the shape derivative for use in the
sensitivity analysis.

We start by introducing the notation Ω(t) = τ t(Ω), where, for x ∈ Ω,

τ t(x) = x+ t δφ(x), t ∈ [0, α]. (15)

For simplicity, we assume that the domain variation δφ vanishes on Ωobs and
∂Ω\Γd. For the problem before discretization, δφ is an extension of δφ̂ (which
was defined solely on Γd) into a mapping from Ω into Rd. We require that the
extended mapping is smooth enough so that the components of the second-
order tensor ∇δφ are in L∞(Ω). In the discrete case, δφ(x) = δφk(x), where
δφk is given by expression (9) (here, δφ can be made to vanish on Ωobs and
∂Ω\Γd by simply not considering any k for which corresponding mesh vertices
are in Ωobs or ∂Ω \ Γd). By definition (9), it follows that the components of
∇δφ are in L∞(Ω) in the discrete case.

Now consider functions p : Ω(t)×R→ R. We will use p(t) as a shorthand
notation the for function x 7→ p(x, t).

Definition 1. The material derivative of p with respect to domain variation
δφ at point x ∈ Ω is

δmp(x; δφ) = lim
t→0+

p(τ t(x), t)− p(x, 0)

t
=

d+

dt
p(τ t(x), t)

∣∣
t=0

,

provided that the pointwise limit exists.

(Whenever there is no risk for confusion, we will suppress the second argument
and just use the notation δmp(x).) The material derivative is thus a (one-sided)
derivative of the compound function t 7→ p(t)◦τ t (the “total” derivative). For
p(t) in a Banach space W , Definition 1 is easily extended to

δmp =
d+

dt
p(t) ◦ τ t

∣∣
t=0

(16)

with the limit in a Banach space X ⊃W .
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Definition 2. The shape derivative of p with respect to design variation δφ
is the function

δp = δmp− δφ · ∇p(0) (17)

Remark 2. Definition 2 imposes an a priori regularity difference between δmp
and δp due to the right-side gradient in expression (17). This difference is
consistent with the typical behavior when differentiating the state variable in a
shape optimization problem. As illustrated in examples (3) and (4) below, the
material derivative of the state variable can typically be defined in the same
space as the state variable itself, whereas the shape derivative typically cannot.
An alternative definition of the shape derivative is as the partial derivative

δp(x) = lim
t→0+

p(x, t)− p(x, 0)

t
(18)

from which expression (17) follows by the chain rule applied on δmp. However,
a complicating factor with definition (18) is that the two terms on the right
side has different domains of definition, Ω(t) and Ω, respectively.

Following four examples highlight the different properties of the material
and shape derivative.

Example 1. Let g : Ω → R be given. Define p(t) = g ◦ τ−1t ; that is, p(x, t) is
defined by mapping back x ∈ Ω(t) to corresponding point in Ω and evaluating
g at the mapped-back point. Then

δmp =
d+

dt
(p(t) ◦ τ t)

∣∣
t=0

=
d+

dt

(
g ◦ τ−1t ◦ τ t

) ∣∣
t=0

= 0,

δp = δmp− δφ · ∇p(0) = −δφ · ∇p(0).

(19)

Thus, when p(t) is “moving along” with the deformation, the material deriva-
tive vanishes. Next example illustrates the opposite situation.

Example 2. Let f : Rd → R. Define p(t) = f |Ω(t). Then

δmp =
d+

dt
(p(t) ◦ τ t)

∣∣
t=0

=
d+

dt

(
f |Ω(t) ◦ τ t

) ∣∣
t=0

= ∇f |Ω(0) ·
(

d+

dt
τ t

) ∣∣∣
t=0

= ∇f |Ω(0) · δφ = δφ · ∇p(0),

δp = δmp− δφ · ∇p(0) = 0.

(20)

Thus, a function that is “fixed” with respect to the deformation yields a van-
ishing shape derivative, a property that is consistent with interpretation (18)
of the shape derivative as a partial derivative.

Example 3. Let g belong to a finite element space Vh ⊂ H1(Ω) such that

g(x) =
∑N
k=1 gkN

p
k (x), where Np

k is a finite-element basis function that is
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globally continuous and whose restriction on each triangular or tetrahedral
element is a polynomial of degree p. Define basis functions on the deformed
domain Ω(t) by the expression Np

k (x, t) = Np
k (τ−1t (x)), as in example 1. The

span of the functions Np
k (t) defines a family of finite-element spaces V (t) on

Ω(t). Each p(t) ∈ Vh(t) may then be written

p(x, t) =

N∑
k=1

pk(t)Np
k (x, t). (21)

As in example 1, we find that δmN
p
k = 0, δNp

k = −δφ · ∇Np
k and thus

δmp =

N∑
k=1

δpkN
p
k ,

δp = δmp− δφ · ∇p =

N∑
k=1

(δpkN
p
k − pk δφ · ∇N

p
k ) ,

(22)

where

δpk =
d+

dt
pk(t)

∣∣
t=0

. (23)

Note that δmp ∈ Vh but δp 6∈ Vh! That is, the material derivative is conforming
to the finite element space, whereas the shape derivative is not. Also note that
the material derivative is obtained by differentiating only the coefficients of p
(and not the basis functions) with respect to the deformation.

Example 4. Consider the solution u(t) ∈ H1(Ω(t)) to state equation (3).
Sokolowski & Zolesio [14, §2.29] and Haslinger & Mäkinen [10, §2.5.2] discuss
the existence of δmp in similar situations, where they show that δmu ∈ H1(Ω),
provided that the domain deformations are sufficiently regular. As in exam-
ple 3, the material derivative is defined in the same space as the state, but
since δu = δmu− δφ · ∇u, the shape derivative typically has less regularity.

4 Rules for the material derivative

It is immediate from Definition 1 that the product rule holds for the material
derivatives of functions f, g on Ω(t)× R:

δm(fg) = δmf g + f δmg, (24)

where, for simplicity of notation, we have suppressed the evaluations at zero:
the right side should really be δmf g(0) + f(0) δmg. The rest of the article
adheres to the same convention: for a function f on Ω(t)×R, the symbol “f”
outside a material derivative will denote its restriction to t = 0.

The shape derivative commutes with the spatial gradient, that is, δ∇ =
∇δ, but the material derivative does not: δm∇ 6= ∇δm. However, it holds that
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δm(∇p) = ∇(δmp)− (∇δφ)T∇p, (25)

or, in Cartesian components,

δm

(
∂p

∂xi

)
=

∂

∂xi
δmp−

d∑
j=1

∂p

∂xj

∂

∂xi
δφj , i = 1, . . . , d. (26)

To prove expression (25), consider a finite-difference approximation of the
material derivative:

D+
m p(t)

def
=

p(t) ◦ τ t − p(0)

t
. (27)

Differentiating both sides of expression (27) yields

∇D+
m p(t) =

∇
(
p(t) ◦ τ t

)
−∇p(0)

t

=
1

t

[(
I + t(∇δφ)T

)
∇p(t) ◦ τ t −∇p(0)

]
=
∇p(t) ◦ τ t −∇p(0)

t
+ (∇δφ)T∇p(t),

(28)

where the second equality follows from the chain rule applied on ∇
(
p(t) ◦ τ t

)
and from differentiation of τ t as defined in expression (15). Expression (28)
implies that

∇(δmp) = lim
t→0
∇D+

m p(t) = δm∇p+ (∇δφ)T∇p, (29)

which is the expression we wanted to show.
The product rule (24) and expression (25) yields that

δm(∇q · ∇p) = ∇δmq · ∇p+∇q · ∇δmp−∇q · (∇S δφ)∇p, (30)

where ∇S δφ = ∇δφ+ (∇δφ)
T

.
The rule for differentiating domain integrals that we will need in the fol-

lowing is [10, Lemma 3.3]

δ

(∫
Ω

f

)
=

d+

dt

(∫
Ω(t)

f(t)

)∣∣∣∣∣
t=0

=

∫
Ω

(δmf + f∇ · δφ). (31)

Rules (25), (30), and (31) are the basic tools needed for a differentiation
of the variational forms. Note that that there are no direct counterparts to
expressions (25) and (30) for the shape derivative in the discrete case (when
p, q ∈ Vh), and no shape-derivative counterpart to expression (31) with f =
∇q · ∇p, since such expressions would involve second derivatives of the finite-
element functions, which are not functions.
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5 Sensitivity analysis using material derivatives

Equipped with the tools of sections 3 and 4, we now perform a derivation that
simultaneously provides directional derivatives (6) and (12).

Let V (t) ⊂ H1
(
Ω(t)

)
and define V = V (0). In the case before discretiza-

tion, V (t) = H1
(
Ω(t)

)
, whereas V (t) = Vh(t), a finite-element space, in the

discrete case. State equations (3) and (10) can then be written in the common
form:

Let u(t) ∈ V (t) such that∫
Ω(t)

∇v(t) · ∇u(t) + ε

∫
Ω(t)

v(t)u(t) =

∫
Γio

v(t)g ∀v(t) ∈ V (t),
(32)

and objective functions (4) and (11) in the form

j(δφ; t) =
1

2

∫
Ωobs

|∇u(t)− uobs|2. (33)

Differentiating objective function (33) using differentiation rule (31) and
observing that δφ|Ωobs

≡ 0 yields

δj(δφ) =

∫
Ωobs

∇δmu · (∇u− uobs). (34)

Differentiating state equation (32) at t = 0, using rules (24), (30), and (31)
yields that

0 =

∫
Ω

(∇δmv · ∇u+ ε (δmv)u) +

∫
Ω

(∇v · ∇δmu+ ε v δmu)

+

∫
Ω

(∇v · ∇u∇ · δφ+ vu∇ · δφ−∇v · (∇Sδφ)∇u)

(35)

for each v ∈ V . Since δmv ∈ V (cf. examples 3 and 4), the first integral in
expression (35) vanishes due to state equation (32) evaluated at t = 0. Now
let u∗ ∈ V satisfy the adjoint equation∫

Ω

∇w · ∇u∗ + ε

∫
Ω

wu∗ =

∫
Ωobs

∇w · (∇u− uobs) ∀w ∈ V. (36)

By choosing v = u∗ in expression (35) and making use of equation (36) with
w = δmu, expression (35) reduces to

0 =

∫
Ωobs

∇δmu · (∇u− uobs)

+

∫
Ω

(
∇u∗ · ∇u∇ · δφ+ u∗u∇ · δφ−∇u∗ · (∇Sδφ)∇u

)
, (37)
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from which we conclude that expression (34) can be written

δj(δφ) = −
∫
Ω

(
∇u∗ · ∇u∇ · δφ+ εu∗u∇ · δφ−∇u∗ · (∇Sδφ)∇u

)
. (38)

Substituting δφ = δxkN
1(x) into expression (38) yields the discrete expres-

sion (12).
In order to proceed further, we need to integrate expression (38) by parts

in a way that respects the regularity properties of the involved functions.
We will use a notation borrowed from the context of discontinuous Galerkin
methods [1, §3]. Let Th be the set of elements (triangles or tetrahedrons) in
a triangulation of the domain Ω (that is, Ω(0)). Note that the triangulation
will be completely superficial, without any effect on the solution, in the case
before discretization. Denote by H1(Th) the space of functions in L2(Ω) whose
restriction to each element K ∈ Th is in H1(K) (functions in H1(Th) may
however contain jump discontinuities between neighboring elements in the
discrete case). Denote by Σ the union of the boundaries to all elements in
the triangulation. Denote by T (Σ) the space of traces of functions in H1(Th)
on Σ; such traces are uniquely defined on the domain boundary ∂Ω but are
in general double valued on the element boundaries Σ0 = Σ \ ∂Ω interior to
the domain. Consider two neighboring elements K1 and K2 that shares the
surface (3D) or the edge (2D) σ ∈ Σ0, and denote by n1 and n2 = −n1

the unit normals on σ that are outward directed with respect to K1 and K2,
respectively. For q ∈ H1(Th), define jumps on σ by

JqK = q
∣∣
∂K1∩σ

n1 + q
∣∣
∂K2∩σ

n2. (39)

For q ∈ H1(Th) and ψ ∈ H1(Ω)d hold the integration-by-parts formula∫
Ω

∇ ·ψ q = −
∑
K∈Th

∫
K

ψ · ∇q +

∫
∂Ω

n ·ψ q +

∫
Σ0

ψ · JqK. (40)

We will now apply formula (40) with q = ∇u∗ ·∇u and ψ = δφ. Note that
q ∈ H1(Th) and ψ ∈ H1(Ω)d hold for these choices: before discretization, q|K
is smooth by internal regularity of equations (32) and (36), and ψ ∈ H1(Ω)d

by assumption; after discretization, q|K is polynomial, and ψ is in an H(Ω)d

conforming finite-element space. Using formula (40), the first term in the right
side of expression (38) can be written

−
∫
Ω

∇u∗ · ∇u∇ · δφ =
∑
K∈Th

∫
K

δφ · ∇(∇u∗ · ∇u)

−
∫
Γd

n · δφ∇u∗ · ∇u−
∫
Σ0

δφ · J∇u∗ · ∇uK, (41)

where we have used that δφ vanishes on ∂Ω \Γd. Integration by parts on the
second term in the right side of expression (38) yields
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−ε
∫
Ω

u∗u∇ · δφ = ε

∫
Ω

δφ · ∇(u∗u)− ε
∫
Γd

n · δφu∗u. (42)

Substituting expressions (41) and (42) into expression (38) and collecting
terms, we obtain

δj(δφ) = −
∫
Γd

n · δφ (∇u∗ · ∇u+ ε u∗u)−
∫
Σ0

δφ · J∇u∗ · ∇uK

+
∑
K∈Th

∫
K

(
δφ · ∇(∇u∗ · ∇u) +∇u∗ · (∇Sδφ)∇u+ ε δφ · ∇(u∗u)

)
.

(43)
The two first terms in the last integral in expression (43) can be written

δφ·∇(∇u∗ ·∇u)+∇u∗ ·(∇Sδφ)∇u = ∇(δφ·∇u∗)·∇u+∇u∗ ·∇(δφ·∇u), (44)

as shown by expanding in Cartesian components, for instance. Substituting
expression (44) into expression (43) yields

δJ = −
∫
Γd

n · δφ (∇u∗ · ∇u+ ε u∗u)−
∫
Σ0

δφ · J∇u∗ · ∇uK

+
∑
K∈Th

∫
K

(
∇(δφ · ∇u∗) · ∇u+ ε (δφ · ∇u∗)u

)
+
∑
K∈Th

∫
K

(
∇u∗ · ∇(δφ · ∇u) + ε u∗δφ · ∇u

)
.

(45)

Expression (45) contains, as its first term, the “continuous” directional
derivative expression (6), but also three “correction” terms. The first correc-
tion term involves jumps of ∇u∗ · ∇u at inter-element boundaries, whereas
the second and third terms contain some particular weighted element-wise
residuals of the state and adjoint equations, respectively, for which δφ · ∇u∗
and δφ ·∇u replace the test functions. Some or all of these “correction terms”
may vanish, depending on the situation:

Case 1 (before discretization). When V = H1(Ω)—the “continuous” case—
the functions u and u∗ are interior regular (and regular up to the boundary
Γd when the boundary is smooth enough). In this case, the jump terms vanish
due to the continuity of ∇u · ∇u∗. Also, since δφ · ∇u∗ ∈ V , δφ · ∇u ∈ V in
this case, the element residual terms will also vanish due to state and adjoint
equations (32), (36). Hence, in this case, expression (45) reduces to the classic
“continuous” expression (6).

Case 2 (lowest-order finite elements). If functions in V are linear on each
element, the element residual terms vanish, since then ∇(δφ·∇u∗)|K = ∇(δφ·
∇u)|K ≡ 0.
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Case 3 (higher-order finite elements). Here, none of the terms vanishes in
general, and expression (45) with δφ = δxkN

1(x) just provides a different
way of evaluating expression (12).

Case 4 (C1 finite elements). When using the (rather unusual) class of C1 finite
elements (for instance the Argyris element [3, §3.2.10]), the inter-element jump
terms vanish since then J∇u∗ · ∇uK ≡ 0.

Expression (45) links together the “discrete” expression (12) and the “con-
tinuous” expression (6) and constitutes therefore hopefully a first step in a
rigorous numerical analysis of finite-element shape optimization. For instance,
the convergence rate of the discrete Frechet derivative could be estimated by
estimates of the jumps and residual terms that expression (45) exposes.
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