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Abstract
We evaluate a system for the automatic classification of texts written by learners of Swedish as a second language into levels
of language proficiency. Since the amount of available annotated learner essay data for our target language is rather small,
we explore also the potentials of domain adaptation for this task. The additional domain consists of coursebook texts written
by experts for learners. We find that already with a smaller amount of in-domain Swedish learner essay data it is possible to
obtain results that compare well to state-of-the-art systems for other languages, with domain adaptation methods yielding a slight
improvement.

1. Introduction
In a second and foreign language (L2) teaching scenario, a
longer piece of learner-written text is a wide-spread means
to assess learners’ level of progression (proficiency level).
The human assessment of such texts, however, requires
considerable time and effort. Moreover, such an assessment
is prone to subjectivity: a negative attitude to a learner,
hunger or bad mood may influence the decision. Therefore,
there has been an increasing trend to complement human
assessment with more objective and efficient computerized
systems, e.g. Burstein (2003).

The automatic assessment of learner texts for Swedish
has been investigated in the context of native language (L1)
users in Östling et al. (2013). However, the classification
of learner texts into L2 proficiency levels has not been pre-
viously explored for the same target language. For a suc-
cessful L2 instruction and assessment, taking into consider-
ation proficiency levels is crucial since beginners and more
advanced learners show significant differences in terms of
the lexical and grammatical patterns that they are able to
process and produce.

We propose a machine learning based system for the au-
tomatic classification of Swedish L2 learner essays into
proficiency levels. Since the collection and annotation of
such texts presents a number of challenges (e.g. obtaining
permits, anonymization, digitization), the amount of avail-
able annotated data can be rather limited. Therefore, be-
sides proposing a model trained only on the small amount
of available essay data for L2 Swedish, we investigate also
the usefulness of domain adaptation methods for this task.
As additional domain we use expert-written reading pas-
sages intended for learners as practice material. Transfer-
ring models between these domains has not been previously
tested, however, since such texts can also be divided into the
same type of learning levels, we hypothesize that they may
constitute a useful source of additional training instances
for classifying L2 essays. Our experiments show that train-
ing on the small L2 essay data achieves an accuracy of
72.2%, a performance similar to the state-of-the-art results
reported for other languages for this task. Furthermore,
some domain adaptation methods yield some improvement
over this score.

2. Background
Learner-written texts can be assessed either in terms of a
grade within a pass-fail range or in terms of levels of pro-
gression, e.g. school grade levels or L2 proficiency levels.
A popular scale for L2 levels is the CEFR, i.e. the Common
European Framework of Reference for Languages (Council
of Europe, 2001). The CEFR defines language proficiency
across 6 levels: A1 (beginner), A2, B1, B2, C1, C2 (pro-
ficient user), and it is wide-spread not only in Europe but
also outside.

In recent years, a number of studies have appeared about
CEFR level classification, but primarily for expert-written
texts. For this text type such a classification has also been
referred to as L2 readability and it has been explored for
e.g. English (Xia et al., 2016), French (François and Fairon,
2012) and Chinese (Sung et al., 2015). Classifying CEFR
levels in learner texts has been investigated to a lesser ex-
tent. Previous work of this kind includes Hancke and Meur-
ers (2013) for German and Vajjala and Lõo (2014) for Es-
tonian. An essay grading system with the use of domain
adaptation is presented in Zesch et al. (2015). The au-
thors conclude that a model can be successfully transfered
between two different writing tasks when certain domain-
specific features are excluded.

For Swedish, in terms of the type of data used, a related
previous work is the L1 essay grading system presented in
Östling et al. (2013). Moreover, in Pilán et al. (2015)
we described a system classifying CEFR levels using L2
Swedish coursebook texts.

3. Datasets
Our datasets consist, on the one hand, of essays written by
learners of L2 Swedish from the SweLL corpus (Volodina
et al., 2016) and, on the other, by expert-written texts from
the COCTAILL corpus (Volodina et al., 2014) intended for
learners. From the latter source only reading comprehen-
sion texts were included. Both text types were manually
annotated for CEFR levels and automatically annotated for
linguistic elements such as parts of speech and dependency
relations using the Sparv pipeline (Borin et al., 2012). Ta-
ble 1 shows the amount of data per type and level.



Writer Unit A2 B1 B2 C1 Total

Learner Texts 83 75 74 88 320
Tokens 18K 29K 32K 60K 140K

Expert Texts 157 258 288 115 818
Tokens 37K 79K 101K 71K 289K

Table 1: CEFR-level annotated Swedish datasets.

4. Features
We used the feature set presented in Pilán et al. (2015)
created for the assessment of readability in expert-written
texts for L2 Swedish learners. The features span five di-
mensions: length-based (e.g. sentence and token length),
lexical (e.g. word frequencies, CEFR level per token), mor-
phological (e.g. ratio of past tense verbs to all verbs), syn-
tactic (e.g. average length of dependency arcs) and seman-
tic features (e.g. average number of word senses). For a
detailed description of the features see Pilán et al. (2015).

5. Method
Instead of using data with the same distribution of feature
values for both training and testing, in a domain adaptation
setup we transfer knowledge from a source domain (DS),
the L2 coursebook texts in our case, to a target domain
(DT ), the learner-written texts.

Our two baselines consist of the most frequent label in
the dataset (MAJORITY) and an IN-DOMAIN setup with the
learner essays as training as well as test data in a cross-
validation setting. We compare these to different domain
adaptation setups inspired by Daumé III and Marcu (2006).

In the SOURCE-ONLY setup, a model trained on all avail-
able coursebook texts was used to predict levels in the
learner essays. In the COMBINED and WEIGHTED setups
the training data includes also 60% of the DT besides the
DS instances, in the latter case DT instances receiving a
higher weight. These setups vary in terms of the amount of
informing instances, i.e. texts from which information is in-
corporated in the models. The least data intensive scenario
is IN-DOMAIN based only on 320 learner essays, followed
by SOURCE-ONLY using 818 coursebook texts without the
prerequisite of annotated learner-written texts.

The classification models in all cases were based on
the sequential minimal optimization (SMO) algorithm from
WEKA (Hall et al., 2009) with the default parameter set-
tings, and the feature set mentioned in Section 4. We report
results in terms of F1 score and quadratic weighted kappa
(κ2), a distance-based scoring function that takes into ac-
count also the degree of misclassifications.

6. Results and Discussion
The results of our experiments with and without domain
adaptation are presented in Table 2. The IN-DOMAIN base-
line using the limited amount of learner-written texts with
10-fold cross-validation was .721 F1 and .886 κ2. Employ-
ing a model based only on the coursebook texts (SOURCE-
ONLY) for classifying the essays resulted in a considerably

F1 κ2

MAJORITY .120 .000
IN-DOMAIN .721 .886

SOURCE-ONLY .438 .713
COMBINED .733 .863
WEIGHTED .747 .890

Table 2: In- and cross-domain experiment results.

Predictions

A2 B1 B2 C1

27 1 0 0 A2 instances
2 22 7 1 B1 instances
0 5 17 6 B2 instances
0 0 11 29 C1 instances

Table 3: Confusion matrix for WEIGHTED.

lower performance (-.283 F1 and -.173 κ2). Adding infor-
mation from the 818 instances consisting of expert-written
texts in COMBINED and WEIGHTED improved somewhat
over the IN-DOMAIN setup.

The confusion matrix for WEIGHTED for the held-out
40% of the essay data is presented in Table 3. With
WEIGHTED, all errors except one lied within a distance
of one CEFR level compared to the annotated labels. In
all setups lexical features, i.e. the amount of tokens per
CEFR level and word frequency information were among
the strongest predictors.

Our system performs well compared to in-domain sys-
tems for other languages using supervised machine learn-
ing methods. Our in-domain model achieved an accuracy
of 72.2%, while Hancke and Meurers (2013) report 64.5%
accuracy for a 5-level CEFR classification of German L2
learner essays. Vajjala and Lõo (2014), on the other hand,
obtain 79% accuracy on Estonian L2 learner texts when
classifying four CEFR levels (A2-C1). It is worth noting
that in these two experiments about three times more in-
domain training data was available.

7. Conclusion

We described a system for classifying proficiency (CEFR)
levels in texts written by L2 Swedish learners. We exper-
imented with both in-and cross-domain machine learning
methods and found that they achieve a similar performance,
both of which compare well to the state of the art for this
task. In the future, additional domain adaptation methods
could be explored to improve the trade-off between perfor-
mance gain and the annotation cost of the additional out-of-
domain data. Moreover, since learner texts are error-prone
whilst expert-written texts are relatively error-free, the ef-
fects of automatic error correction could be investigated on
the successfulness of the domain transfer.
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Level Prediction for Estonian Learner Text. NEALT Pro-
ceedings Series Vol. 22, pages 113–127.
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