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1. Introduction
Semantic role labeling is a form of shallow extraction
method with an increasingly important role in complex
tasks as information extraction (Christensen et al., 2010),
question answering (Shen and Lapata, 2007), and text sum-
marization (Khan et al., 2015). The development of re-
sources such as FrameNet (Baker et al., 1998), PropBank
(Palmer et al., 2005), and Swedish FrameNet (Borin et al.,
2010) have enabled supervised approaches for training se-
mantic role labelers (SRL) (Surdeanu et al., 2008; Johans-
son et al., 2012). However, the manual effort behind their
development is considerable and, additionally, they face
challenges regarding domain and language dependence.

As an alternative to supervised techniques, annotation
projection transfers linguistic knowledge between multilin-
gual corpora. Yarowsky et al. (2001) introduced the con-
cept by transferring part-of-speech tags across parallel cor-
pora. Padó and Lapata (2009) and Basili et al. (2009) per-
formed cross-lingual frame-semantic annotation projection.
In Exner et al. (2015), we introduced the concept of using
entities to align loosely parallel corpora. We extend this ap-
proach by: (1) including linguistic units exhibiting entity-
like characteristics in a local setting, (2) showing the effec-
tiveness of our approach in a practical setting by evalua-
tion on the Swedish FrameNet corpus, and (3) releasing the
source code used and thus providing the generated Swedish
PropBank to the scientific community1.

2. Method
Starting with loosely parallel corpora, the entire English
and Swedish editions of Wikipedia, our method uses en-
tities to align sentences expressing the same semantic con-
tent. Our goal is to transfer semantic annotation, as de-
scribed by PropBank, from English to Swedish, generate a
Swedish PropBank, and use it to train a SRL. The sentence
alignment process consists of the following steps:

1. We extract all the mentions of named entities,
e.g. people, places, and organizations, from all
the sentences, and we assign them a unique and
language-independent identifier provided by Wikidata
(Vrandečić and Krötzsch, 2014).

2. We annotate English sentences to a semantic level and
Swedish sentences to a syntactic level.

1http://semantica.cs.lth.se

3. For each sentence, we create sets of entities, including
entity-like linguistic units and pronouns generalized
by case, gender, and number. Entity-like units cor-
respond to sequences of tokens that are only uniquely
identifiable in the scope of a sentence pair.

4. Finally, using the unique identifier of each entity, we
align and form English-Swedish sentence pairs.

Our baseline method extracts all the entities as a set from a
sentence. In addition, we use a projection method, that ex-
tracts sets of entities projected either by arguments in En-
glish sentences or by a verb in Swedish sentences. From
each English-Swedish sentence pair, we extract alignments
between English predicates and Swedish verbs, and we
record the most frequent alignments.
We then perform the annotation projection using the fol-
lowing steps:

1. For each English-Swedish sentence pair, we transfer
the semantic annotation from a predicate to a verb us-
ing our record of the most frequent predicate→verb
alignments.

2. We transfer argument roles by using the aligned enti-
ties between the sentence pair.

3. We assign the argument role to the governing token
in the token span covered by each entity. If the argu-
ment token is dominated by a preposition, we search
for a corresponding preposition in the Swedish sen-
tence and assign it the argument role.

3. Results and Evaluation
We evaluated our method, seeking the answers to how dif-
ferent parameters and approaches affect the results. We also
assessed the performance we can expect from the generated
Swedish PropBank in a practical setting.

3.1 Predicate-Verb Alignment
In this section, we evaluate how our predicate→verb align-
ment method performs. We observe the quality of align-
ments under different settings including the method used,
the frequency of alignments, and by varying the number
of entities. We group each predicate→verb alignment into
three frequency bands, high, medium, and low, and we eval-
uate by taking a random sample from each band, in total
100 alignments.



In Figure 1, we show the precision and number of align-
ments using our baseline and projected methods. We ob-
serve that the precision grows with the number of entities
used at a cost of decreasing the number of alignments cre-
ated. Using three projected entities, our method produces
1,000 alignments with a precision of 80%.

In Figure 2, we use our projected method and show the
breakdown of precision curves by three frequency bands.
We observe that high to medium occurring alignments pro-
duce high precision, when using three projected entities.
We believe these results show our method of selecting the
most frequent alignments can generate valid alignments,
with a precision that scales with the size of the corpora
used. In the following evaluations, we use the optimal set-
ting of the projected entities.
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Figure 1: Graph of predicate→verb alignment precision
and count under different parameter settings.
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Figure 2: Graph of projected predicate→verb alignment
precision, breakdown by three frequency bands: high,
medium, and low.

3.2 Experimental Results
We now carry out an evaluation of our generated Swedish
PropBank by training an SRL and evaluating it on a random
sample of the Swedish FrameNet corpus. To enable this
evaluation, we converted the sampled sentences from frame
semantics to the semantics used in PropBank. The charac-
teristics of our generated Swedish PropBank and the sam-
pled Swedish FrameNet used in our evaluations are shown
in Table 1.

We first train an off-the-shelf SRL (Björkelund et al.,
2010), splitting our generated corpora into 60:20:20 train-
ing, development, and testing sets, and running a fea-
ture selection process using a greedy forward selection
and greedy backward elimination (Johansson and Nugues,
2008; Björkelund et al., 2009). Using our trained SRL
models, we then automatically parse the sampled Swedish
FrameNet. Table 2 shows the performance breakdown of
the semantic role labeler under different settings. We ob-
serve that our method ranks favorably with the approach
described in Padó and Lapata (2009). We especially note
that by using entity-like linguistic units, we observe an im-
provement of the labeled F1-score by 10%.

4. Conclusion and Future Work
In this paper, we have described a method for generating
a Swedish PropBank by aligning the Swedish and English
editions of Wikipedia using entities and entity-like linguis-
tic units. We have shown two alignment methods that pro-
duce predicate→verb alignments of high precision while
scaling with the input corpora. In addition, we have evalu-
ated our generated PropBank in a practical setting by train-
ing a SRL and automatically parsing and evaluating on a
sample of the Swedish FrameNet corpus. Our results show
that our method performs favorably in comparison to pre-
vious approaches on parallel corpora, and promises an al-
ternative way to creating training data from a growing re-
source of loosely parallel corpora. In the future, one re-
search direction could investigate the alignment method by
including entity taxonomy from an external ontology to re-
duce the specificity of entities. In addition, we believe our
approach could be applied to generate PropBanks from sim-
ilar resources, e.g. news articles describing the same events.
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