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1. Introduction
Sentiment analysis (also called opinion mining) aims to ex-
tract and classify subjective expressions from written text.

Extensive research has been done in the field of senti-
ment analysis. Programs, tools and models for classifica-
tion of words, sentences and texts into sentiment categories
are available. Sentiment categories are typically ”positive”,
”negative”, and ”neutral”. (Vinodhini and Chandrasekaran,
2012).

However, most of this work has been done for English,
and there is a lack of openly available resources for other
languages (Medhat et al., 2014). This is also true for
Swedish, and therefore the aim of this study is to build and
evaluate a model for sentiment analysis of Swedish text.
Creating labelled training data is a time consuming task,
therefore an approach with automatically labelled training
data was applied.

Sentiment models can be trained on and applied to both
general and specific domains. Sentiment models for spe-
cific domains, for example movie reviews, usually perform
better than models aimed at general domains (Andreevskaia
and Bergler, 2008). The model presented here have been
trained and evaluated on news articles and the sentiment
classification has been done on sentence level using sup-
port vector machines.

2. Materials
The data set used for training and evaluating the model orig-
inates from MittMedias database containing articles from
five regional newspapers from the years 2002-2015. From
this database articles in the topic ”school” were extracted,
in total 16,865 articles with an average of about 15 sen-
tences per article.

After splitting the articles into sentences, a number of
preprocessing steps were applied. The preprocessing in-
cluded tokenization, lemmatization using the MaltParser
(Nivre et al., 2007), stop word filtering, and filtering of
words only appearing once in the data set. The preprocess-
ing reduced the number of unique features from 65,303 to
18,737.

3. Creation of training data
To reduce the need for manual annotation, two existing
models were combined to label the sentences. Firstly, the
sentences were translated into English using Google trans-
late and classified into the categories positive and negative

by the Stanford RNN classification algorithm (Socher et al.,
2013). The algorithm classified 142,376 of the sentences as
positive.

Secondly, the same sentences were classified using an
openly available sentiment lexicon containing Swedish sen-
timent bearing verbs, adverbs and adjectives. The senti-
ment lexicon was created by seed word expansion on a
small initial set. Synonyms and antonyms of the original
seed words were iteratively added to the lexicon. The lexi-
con contains 5,641 classified words and multiword expres-
sions. The words in the sentiment lexicon are classified as
either positive or negative (Ludovici and Bignon, 2015b).

When classifying a sentence each verb, adverb, and ad-
jective was extracted from the sentence. The polarity of
each of these words was calculated using maximum like-
lihood estimation and the Naive Bayes assumption of in-
dependence. After assigning a polarity to the individ-
ual words, the sentence was classified according to a nor-
malized sum of these probabilities (Ludovici and Bignon,
2015a).

The Naive Bayes classifier classified 181,234 sentences
as positive and 80,182 sentences as negative. When the two
classifiers agreed on sentiment category (positive/negative)
the sentence was kept and otherwise discarded. The classi-
fiers agreed on 22% (57,935) of the sentences.

The data was then split into three sets, a training set con-
taining 79.45% of sentences, a validation set for parameter
tuning containing 19.86% of the sentences and a test set
containing 399 sentences.

4. Labelling of test data
The test set was manually labelled by 3 native Swedish
speakers and used to evaluate the final model. The anno-
tators classified sentences in the test set into the categories
”positive”, ”negative” and ”neutral”. Inter-annotator agree-
ment calculated using Fleiss’ kappa (Fleiss, 1971) on the
test set was 0.69, corresponding to ”substantial agreement”
(Landis and Koch, 1977).

5. Language specific handlers
A language specific handler is a method for adapting sen-
timent analysis to specific languages. Three language spe-
cific handlers were constructed with the intention to im-
prove the accuracy of the sentiment classification by giving
special consideration to features specific to Swedish. The
three features were idiomatic expressions, phrasal verbs,
and negations.



Idiomatic expressions and phrasal verbs are specific to
one language and not likely to appear with the same form in
other languages (Sjöholm, 1993), and they have in common
with negations that they involve more than one word which
have a particular meaning when considered together. The
main idea of the language specific handlers is to aggregate
these groups of words together into single features for the
classifier.

The polarity (negative/positive) of negations and id-
iomatic expressions was determined by using a lexicon of
sentiment bearing words an a list of classified idiomatic ex-
pressions (Ludovici and Bignon, 2015b).

A sentiment bearing word was determined to be negated
if the negation cues ej or inte (non/not) appeared in a win-
dow of three words before or after the sentiment word.
Negated sentiment bearing words were reversed in polar-
ity by exchanging the cues and the words with either the
word bra (good) or the word dålig (bad).

When an idiomatic expression was found, the whole ex-
pression was replaced with either bra or dålig.

The data was further matched against a list of phrasal
verbs (Swedish phrasal verbs, 2015). Found phrasal verbs
were aggregated into single words, for example lära ut
(teach) would be rewritten as lära ut.

6. The sentiment model

The Support vector machines (SVM) classifier was chosen
since it has repeatedly been proven to be the best perform-
ing algorithm for sentiment analysis (Vinodhini and Chan-
drasekaran, 2012). Each sentence from the news articles
corresponds to a data point and was represented by a nu-
merical vector. The SVM algorithm tries to find a hyper-
plane that separates the vectors into the two sentiment cat-
egories.

The libSVM implementation of SVM (Chang and Lin,
2011) was used and the parameters of the model were tuned
following the recommendations by Hsu et al. (2003). The
investigated parameters were kernel type, C (cost), γ, fea-
ture weighting and scaling. Kernels can be used by SVM to
map the data points to a higher dimensional space, which
can be helpful if the data is not linearly separable. Here,
the linear kernel and the radial basis function kernel (RBF)
were evaluated.

The C parameter controls the cost of misclassification,
a high C value may lead to overfitting and a low C to un-
derfitting. The γ parameter impacts the shape of the sepa-
rating plane. A lower γ gives a smoother separating plane
between data points and a higher γ increases risk of over-
fitting. Grid search was performed to find a suitable ranges
for the C and γ parameters.

Weighting of features decides a single features impact on
the classification problem. Here, term-frequency - inverse
document frequency (TF-IDF) was used. Several schemes
are available for calculating TF-IDF, here three schemes
have been evaluted; o(BM25)TF-∆(k)IDF, Tfx-nfx and bi-
nary TF-IDF.

Scaling is done to scale the feature values of the vectors
in the interval 0 to 1.

7. Evaluation and Results
The model was evaluated using precision, recall, F-score
and accuracy. Accuracy was used to find the best combina-
tion of parameters on the validation set. The best result was
achieved with RBF, without scaling and with binary TF-
IDF. The optimal C value was 50 and γ was set to 0.0001.
The model was finally evaluated on the test set with a preci-
sion of 89.50%, a recall of 82.42% and an F-score of 85.80.

The language specific handlers did not improve the re-
sults, individually or in combination. For most configu-
rations the results were decreased when handlers were in-
cluded, at best, the results were minimally improved.

8. Conclusions and future work
Even though the automatically created labelled data in-
cluded mislabelled neutral sentences it was possible to train
a model on the data that gave results comparable to previous
studies. The results were on the lower end of those focus-
ing on narrow domains and on the higher end of the range of
results for sentiment classification in broad domains (Vin-
odhini and Chandrasekaran, 2012; Lambov et al., 2011).
News text falls into the broad domains, but was narrowed
by topic filtering.

Possible reasons for the language specific handlers not
improving results is that they increase the feature space but
provide little new information, and that individual handler
values can be rare and therefore have little impact on the
classification. Language specific features could be further
investigated. Are there other features that would improve
classification, or are there other classifiers more suited to
deal with language specific traits?

Future work also includes refining the methods for la-
belling data. Semi-supervised techniques could perhaps
help reduce errors introduced by the automatic approach.
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