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Abstract

In this extended abstract, we present a small survey
of recent results in the study of argumentation the-
ory as logic programming. In particular, we survey
recent characterizations of eight argumentation se-
mantics, i.e., Ground, Stable, Preferred, Complete,
Semi-stable, Ideal, CF2, Stage, as logic program-
ming semantics with negation as failure.

These results consolidate the strong relationship
between argumentation semantics and logic pro-
gramming semantics with negation as failure.

1 Introduction

During the last decade research in argumentation
has been rapidly increased from both theoretical
and practical points of view. These research ac-
tivities have been motivated by the increased in-
terest of building intelligent systems able to inter-
act with other agents (software or humans) in an
autonomous way. For instance, the theoretical re-
sults from argumentation have coined the so called
agreement technologies (ATs)1. ATs refer to com-
puter systems in which autonomous software agents
negotiate with one another, typically on behalf of
humans, in order to come to mutually acceptable
agreements.

Theoretical argumentation research has been
strongly influenced by the abstract argumentation
theory of Dung [8]. This approach is mainly ori-
ented towards managing the interaction between
arguments. Argumentation has been regarded as a

1http://www.agreement-technologies.eu/

non-monotonic reasoning approach since it was sug-
gested as an inference reasoning approach. Dung
also showed that argumentation inference can be
regarded as a logic programming inference with
negation as failure [8]. In his seminar paper [8],
Dung introduced four argumentation semantics:
grounded, stable, preferred and complete semantics;
moreover, he showed that both the grounded and
stable can be regarded as logic programming infer-
ence by considering the well-founded [12] and stable
model [13] semantics, respectively.

Even though, currently, Dung’s argumentation
semantics are well accepted, they can exhibit a va-
riety of problematic behaviors: Emptiness, Non-
existence and Multiplicity [3]. Therefore, follow-
ing Dung’s argumentation style, several new argu-
mentation semantics have been proposed. Among
them, Semi-stable, Ideal, CF2 and Stage semantics
have been explored from different points of view [1].
Indeed, these four argumentation semantics have
been also characterized by different logic program-
ming semantics (see Section 4).

The aim of this small survey is to resume recent
results in the characterization of argumentation se-
mantics in terms of logic programming semantics.
We argue that these characterizations give place
to new research threads which must be explored
in order to pursue a better understanding of the
argumentation inference. This understanding can
impact in, at least: 1.- the definition of new al-
gorithms for implementing argumentation systems,
2.- the definition of new criteria for comparing argu-
mentation semantics from the non-monotonic rea-
soning point of view. It is worth mentioning that
the computational complexity of the decision prob-



lems of argumentation semantic has been shown to
range from NP-complete to Πp

2 [10]. Therefore, to
identify efficient algorithms for implementing argu-
mentation systems is high valuable. Moreover, to
identify different interpretations of the argumenta-
tion semantics can give place to new criteria for
comparing argumentation semantics. To identify
criteria for comparing argumentation semantics is
quite relevant nowadays; given that, new argumen-
tation semantics are still appearing.

The rest of the paper is split as follows: In Sec-
tion 2, we introduce the definition of some argu-
mentation semantics. In Section 3, we resume the
main mappings which have been used for mapping
argumentation frameworks into logic programs. In
Section 4, we resume the characterizations of argu-
mentation semantics in terms of logic programming
semantics which have been done. In the last sec-
tion, we present a small outline of conclusions.

2 Argumentation Semantics

In this section, we introduce the definition of some
argumentation semantics mainly stable, grounded,
preferred, complete, ideal, semi-stable and stage se-
mantics. To this end, we start defining the basic
structure of an argumentation framework.

Definition 1 [8] An argumentation framework is
a pair AF := 〈AR, attacks〉, where AR is a finite
set of arguments, and attacks is a binary relation
on AR, i.e., attacks ⊆ AR×AR.

We say that a attacks b (or b is attacked by a) if
attacks(a, b) holds. Similarly, we say that a set S
of arguments attacks b (or b is attacked by S) if b
is attacked by an argument in S.

Let us observe that an argumentation framework
is a simple structure which captures the conflicts of
a given set of arguments. In order to select coher-
ent points of view from a set of conflicts between
arguments, Dung introduced a set of patterns of
selection of arguments. These patterns of selection
of arguments were called argumentation semantics.
Dung defined his argumentation semantics based
on the basic concept of admissible set :

Definition 2 [8]

• A set S of arguments is said to be conflict-free
if there are no arguments a, b in S such that a
attacks b.

• An argument a ∈ AR is acceptable with respect
to a set S of arguments if and only if for each
argument b ∈ AR: If b attacks a then b is
attacked by S.

• A conflict-free set of arguments S is admissible
if and only if each argument in S is acceptable
w.r.t. S.

Let us introduce some notation. Let AF :=
〈AR, attacks〉 be an argumentation framework and
S ⊆ AR. S+ = {b|a ∈ S and (a, b) ∈ attacks}.

Definition 3 [1, 8, 9] Let AF := 〈AR, attacks〉 be
an argumentation framework. An admissible set of
argument S ⊆ AR is:

• stable if and only if S attacks each argument
which does not belong to S.

• preferred if and only if S is a maximal (w.r.t.
inclusion) admissible set of AF .

• ideal if and only if it is contained in every pre-
ferred extension of AF .

• complete if and only if each argument, which
is acceptable with respect to S, belongs to S.

• the grounded extension of AF if and only if
S is the minimal (w.r.t. inclusion) complete
extension of AF 2.

• semi-stable if and only if S is a complete ex-
tension such that S ∪S+ is maximal w.r.t. set
inclusion.

In addition to the argumentation semantics
based on admissible sets, in the state of art, there
are other approaches for defining argumentation se-
mantics, e.g., [2, 21]. One of these approaches is the
approach based on conflict-free sets. In this setting,
we can point out: Stage Semantics [21] and CF2
[2]. Stage semantics is defined as follows:

2This is not the original definition of the grounded se-
mantics introduced in [8]; however, it was show that the
grounded extension can be defined in terms of complete ex-
tensions [1].



Definition 4 Let AF := 〈AR, attacks〉 be an ar-
gumentation framework. E is a stage extension iff
E is a conflict free set and E∪E+ is maximal w.r.t.
set inclusion.

As we can observe the definition of stage seman-
tics is similar to the definition of semi-stable seman-
tics. The only difference, between them, is that
one considers complete extensions and the other
one considers conflict free sets. Nevertheless, stage
semantics and semi-stable represent different pat-
terns of selection of arguments.

Due to lack of space, we skip to present the def-
inition of CF2; however, let us observe that CF2 is
based on the graph theoretical notion of strongly
connected components (SCC) [2]. CF2 was sug-
gested as one of the possible approaches for deal-
ing with some problems of Dung’s semantics, e.g.,
emptiness. We refer to the reader to [2] for a de-
tailed presentation of CF2.

3 Mappings from argumenta-
tion frameworks to normal
programs

The usual way for studying argumentation as logic
programming is to map argumentation frameworks
into logic programs (also called logical theories).
Currently, we can find different mappings of argu-
mentation frameworks into logical theories. Dung
introduces the following basic meta-interpreter ( or
mapping) in terms of logic programs with negation
as failure [8]:

PDung
AF : acc(X)← not def(X).

def(X)← attack(Y,X), acc(Y ).

where acc(X) stands for argument X is acceptable
and def(X) stands for argument X is defeated.

By using PDung
AF , Dung characterized the

grounded and the stable semantics in terms of the
well-founded and stable model semantics respec-
tively. This mapping basically is the first mapping
which was suggested for regarding argumentation
frameworks as logic programs.

There is a second mapping which has been ex-
plored in order to map an argumentation frame-
work into a normal logic program: Given an argu-
mentation framework AF := 〈AR, attacks〉:

PAF =
⋃

x∈AR

{x←
∧

(y,x)∈attacks
not y}

This mapping was first introduced in [17] in order
to show that the answer sets of PAF corresponds
to the stable extensions of AF (see Theorem 1 of
[17]). In [22], the authors showed that the complete
semantics can be characterized in terms of the 3-
valued stable semantics and PAF . This mapping
was also explored by Gabbay in order to map ar-
gumentation frameworks into logic programs [11].

From the declarative point of view, the mapping
PAF only specifies a basic specification of why an
argument can belong to an extension of an argu-
mentation semantics. Indeed, like Dung’s mapping,
PAF only is capturing the idea of conflict-freeness.

In [15], a pair of mappings were introduced.
These mappings are defined as follows:

Definition 5 Let AF := 〈AR, attacks〉 be an ar-
gumentation framework and a ∈ AR. We define a
pair of transformation functions:

Π−(a) =
⋃

b:(b,a)∈attacks
{def(a)← not def(b)}

Π+(a) =
⋃

b:(b,a)∈attacks
{def(a)←

∧
c:(c,b)∈attacks

def(c)}

Let us see that if a given argument a has no at-
tacks, Π−(a) = {} and Π+(a) = {}. This situation
happens because any argument that has no attacks
is an acceptable argument which means that it be-
longs to all admissible sets of AF .

By considering Π−(a) and Π+(a), a couple
of mappings from argumentation frameworks into
logic programs can be defined.

Definition 6 Let AF := 〈AR, attacks〉 be an ar-
gumentation framework. We define their associated
normal programs as follows:

Π−AF :=
⋃

a∈AR

{Π−(a)}

ΠAF := Π−AF ∪
⋃

a∈AR

{Π(a)+}

It is obvious that Π−AF is a subset of ΠAF .
However, each mapping is capturing different con-
cepts: Π−AF is basically a declarative specification
of the idea of conflictfreeness and ΠAF is basically



a declarative specification of the ideas of conflict-
freeness and reinstatement. Indeed, one can see
that the 2-valued logical models of Π−AF character-
ize the conflict free sets of AF and the 2-valued
logical models of ΠAF characterize the admissible
sets of AF .

Even though, Π−AF syntactically looks different

from Dung’s mapping (PDung
AF ); basically, Π−AF is

the grounded program of PDung
AF

3. In this setting,
we can say that ΠAF basically is adding new con-
straints to Dung’s mapping. Hence, ΠAF is a con-
servative extension of Dung’s mapping.

4 Characterization of argu-
mentation semantics as
logic programming infer-
ences

In the literature, there are different characteriza-
tions of argumentation semantics as logic program-
ming semantics. A summary of these characteriza-
tions is presented in Table 1

The first observation from Table 1 is that the
five argumentation semantics suggested by Dung,
et al., grounded, stable, preferred, complete and
ideal semantics, have been characterized by differ-
ent logic programming semantics. Moreover, other
argumentation semantics which follow Dung’s ar-
gumentation semantics style, such as semi-stable,
CF2 and Stage Semantics, have been also charac-
terized by different logic programming semantics.
In this setting, we can argue that any argumenta-
tion semantics must be characterized by a logic pro-
gramming semantics. To find a logic programming
semantics which could characterize a given argu-
mentation semantics cannot be a big deal; however,
an interesting question of a given characterization
of an argumentation semantics in terms of a logic
programming semantics is: is such logic program-
ming semantics interesting or well known? By in-
teresting semantics, we mean such semantics satis-
fies well-expected properties of non-monotonic rea-
soning as the properties suggested by Dix [6, 7].
For instance, Dix showed that WFS and WFS+

3For obtaining Π−AF from PDung
AF , we need to turn

grounded PDung
AF and apply partial evaluation.

are two well-behaved semantics4. Therefore, WFS
and WFS+ argue for the well behavior, as non-
monotonic reasoning inferences, of the grounded
and ideal semantics, respectively. By well known
semantics, we mean a logic programming semantics
which have been studied by different authors. For
instance the Clark’s completion semantics is an old
logic programming semantics which has been influ-
encing modern logic programming semantics such
as the stable model semantics. Hence, to find logic
programming semantics, which have been studied
by different authors, can suggest new interpreta-
tions of a given argumentation semantics.

Another important observation from Table 1 is
that there is not a unique mapping from argu-
mentation frameworks into logic programs in or-
der to regard argumentation as logic programming.
We cannot argue that one mapping is better than
another; however, we can observe that except by
the characterizations of the grounded and the sta-
ble semantics, which have been characterized by
stable models and Well-Founded semantics by us-
ing different mappings, each mappings, of Table 1,
is using different logic programming semantics for
characterizing a particular argumentation seman-
tics. For instance, the mapping PAF characterizes
the complete semantics by using the 3-valued sta-
ble model semantics; on the other hand, the map-
ping ΠAF is using the Clark’s completion seman-
tics for characterizing the complete semantics. In
this setting, we can argue that we need some cri-
teria for deciding when a mapping from an argu-
mentation framework into a logic programs is a
suitable codification for studying argumentation as
logic programming. It will not be strange that new
mappings could appear; however, to find consis-
tent mappings from an argumentation framework
into a logic program can standardize the interpre-
tation of an argumentation framework as a logic
program. As we observed in Section 3, each of
the mappings, explored until now, can be regarded
as declarative specifications of either conflict-free
sets or admissible sets. Hence the scope of each
mapping is strongly related to the concept which
is capturing. For instance, ΠAF is a declarative
specification of admissible sets; moreover, observ-
ing Table 1, we can see that ΠAF has been a useful

4The interesting reader can find in [7] the formal defini-
tion of a well-behaved logic programming semantics.



Table 1: Characterization of argumentation semantics as logic programming inferences.

Argumentation se-
mantics

Logic programming
semantics using PAF

Logic programming
semantics using
ΠAF

Logic programming
semantics using
Π−AF

Grounded Semantics Well-founded se-
mantics [4], the
Kripke-Kleene model
[20]

Well-founded seman-
tics [5]

Well-founded se-
mantics [8], the
Kripke-Kleene model
[20]

Stable Semantics Stable model seman-
tics [4, 17], Supported
models [20]

Stable model seman-
tics [5]

Stable models seman-
tics [8], Supported
models [20]

Preferred Semantics Regular semantics [4],
M-supported models,
M-stable models [20]

P-stable Semantics [5] M-supported models,
M-stable models [20]

Complete Semantics 3-valued stable seman-
tics [22, 20], 3-valued
supported models [20]

Supported Models [19] 3-valued stable se-
mantics, 3-valued
supported models [20]

Semi-stable Semantics L-Stable [4, 20], L-
Supported models [20]

GL-supported models
[18]

L-supported models,
L-stable models [20]

Ideal Semantics WFS+ [14]
CF2 Semantics MM∗ [16]
Stage Semantics GL-stage models [18]

mapping for characterizing the six well-acceptable
admissibility-based argumentation semantics. On
the other hand, PAF is a declarative specification
of conflict-free sets and, observing Table 1, PAF

has been a useful mapping for characterizing five
admissibility-based argumentation semantics. Π−AF

is a really interesting mapping since it has been able
to characterize both admissibility-based argumen-
tation semantics and conflict-free-based argumen-
tation semantics. It could be interesting to see if
there exists a logic programming semantics which
could characterize ideal semantics by using either
PAF or Π−AF . Moreover, to see if the given logic
programming semantics could suggest a different
interpretation, w.r.t. WFS+, of the ideal seman-
tics as a non-monotonic reasoning inference.

So far, we can observe that understanding ar-
gumentation semantics from a logic programming
point of view depends mainly on two variables: 1.-
The logic programming semantics which infers the
given argumentation semantics and 2.- The declar-
ative specification of an argumentation framework
in terms of logic programs. These two variables
can suggest different interpretations of a given ar-

gumentation semantics; even more, to suggest an
approach for exploring new argumentation seman-
tics as the approach explored in [16].

5 Conclusions

Argumentation inference is strongly influenced by
Dung’s argumentation style. Since Dung’s ap-
proach was introduced, it has been showed that this
approach can be regarded as logic programming in-
ference. Currently, most of the well acceptable ar-
gumentation semantics have been characterized as
logic programming inference. This evidence argues
that whenever a new argumentation semantics ap-
pears, it is totally reasonable to ask to be character-
ized as logic programming inference. However, to
use arbitrary logic programming semantics for char-
acterizing a given argumentation semantics cannot
be valuable if the given logic programming seman-
tics is not interesting or well known. Moreover,
the introduction of new mappings of argumentation
frameworks into logic programs must be motivated
by properties such as the number of argumentation
semantics able to characterize.
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