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Abstract
Requirements management measures can help us to control changing software requirements and estimate the costs of changing requirements. This paper describes two small case studies, performed in the context of a team-project based software development course. In the first study, we compared intuitive cost estimations of changes to requirements to estimations based on historical data. In the second one, we studied whether even simple tools to support impact analysis affect the accuracy of cost estimations. Although the data we collected in these studies is not suitable for statistical analysis, we can present some interesting results and lessons learned. Our results suggest that estimations based on an impact analysis checklist are better than the intuitive estimations obtained in study one. However, study two is not yet completed therefore we cannot draw further conclusions.

1. Introduction
Carefully developed software requirements are a key issue for project success [21]. The cost of correcting an error after system delivery is orders of magnitude higher than the cost of correcting a similar error during the requirements analysis phase [17]. Since requirements change during software development, it is important to control those changes to be able anticipate and respond to change requests [19]. Requirements development is a learning process rather than a gathering process. Therefore, it is naïve to believe that we can specify exactly what a customer wants at the beginning of a project. The best we can do is to carefully monitor and control all requirements throughout the software life cycle.

Software measurement can help us in providing guidance to the requirements management activities by quantifying changes to requirements and in predicting the costs related to changes. Numerous software measures for the requirements management activities have been proposed in the literature (see [4], [18], [10], [20], [8]). However, few empirical studies [1], [11], [12], have been performed to demonstrate the effectiveness of these measures. In our previous work [13] we analysed the key practices defined in the Requirements Management Key Process Area (KPA) of the SW-CMM [16]. By means of the Goal Question Metrics (GQM) paradigm [2] we defined a total of 38 measures.

In this paper, we will present partial results of an ongoing case study and compare it with a previous one. The motivations to perform these studies and compare them are manifold. Our first goal is to investigate whether cost estimation of changes to requirements performed using historical data are better than intuitive cost estimations. The second goal is to investigate whether cost estimation of changes to requirements based on detailed impact analysis are better than intuitive cost estimations. Another goal is to compare the case studies and show the methodological improvements accomplished by using the lessons learned from the first case study. Furthermore, we want to contribute to the lack of empiricism in the area of requirement management measures.

Study one did not reveal sufficient data to draw statistically significant conclusions because the teams did not have changing requirements in the second iteration therefore they were not able to make predictions. At the time of writing, study two is not yet completed therefore we have only some preliminary results. Among the results, we can say that one of
the teams who collected data based on impact analysis checklist had good estimations. However, the data collected is still too little to be able to deduct some conclusions.

We roughly followed the experiment process proposed by [22]. However, the empirical work described here are case studies, because we have had little control over the variables involved in the studies.

The remainder of this paper is organised as follows: section 2 presents an overview of the studies, in section 3 we describe the context of the studies. Section 5 contains the risks of the studies. Hypothesis, plans and measures are described in section 6. Sections 7 and 8 describe the results for study one and two respectively. In section 9 we compare the two studies. Finally some conclusions and future work are presented in section 10.

2. Case Studies Overview

Both studies were conducted with student teams in the context of the course Object-Oriented Software Development (OOSD) held at Umeå University. In fall 2002 there were twenty students in this course divided into four teams. According to our plans, all the four teams were required to participate to the study. However, only two teams collected data on a regular basis. In fall 2003 there were twenty-six students divided into five groups. All teams are participating in the study.

The students measured their requirements every week and filled in forms with the results of the measurement activities on their projects. In both studies, the teams described their functional requirements following a specific format [14]. Requirements were measured regularly and the results submitted weekly using predefined forms. The projects had a schedule of twenty weeks. The software development process followed in the course was a two iterations process where each iteration was eight weeks long. Each team received a form with a list of measures to be collected.

In study one, only two teams performed the data collection on a regular basis (team A and team B). Team A made intuitive predictions of costs of changes to requirements during the first and second iterations. The plan for team B was to make intuitive predictions in the first iteration. In the second iteration, their predictions should be based on historical data, collected during the first iteration. However, team B did not record any changes to requirements in the second iteration and therefore did not provide the required predictions.

In study two, we decided to not have a distinction between iterations, since twenty weeks was too short a period to collect sensible historical project data. Two teams made intuitive cost estimations while the other three teams based their estimations on a checklist-based impact analysis. At the time of writing, one team is collecting data on a regular and precise way, the data collected by the other teams are not yet complete.

3. Definition of the Case Studies

By applying the GQM template [2] for the goals definition, we obtained the following for study one:

Analyse: Requirements Management process area in the OOSD course.
With the Purpose of: Evaluate the impact of software measurement in prediction of cost of changes to requirements.
Quality focus: Effectiveness of the use of historical data in predictions of cost of changes to requirements compared to intuitive predictions.
Perspective: Academy.
Context: The study is conducted in an object-oriented software development course. The context of the study will be described below in more details.
Study two differs from the first only in the purpose and quality focus:

*Analyse*: Requirements Management process area in the OOSD course.

*Purpose of*: evaluating the cost model based on detailed impact analysis of cost of changes to requirements.

*Quality focus*: accuracy of the cost model.

*Perspective*: Academy.

*Context*: The study is conducted in team-project object-oriented software development course.

4. Case Studies Context and Environment

The context of the studies was a team-project software development course (OOSD), focusing on object-oriented approaches. Methods, languages, and tools that support these approaches were discussed and applied. Projects had a schedule of 20 calendar weeks and students are expected to spend 20h per week on this course on average. Given six students on an average team this results in an effort of about 12-13 person months\(^1\). Projects span all phases of software development, from initial customer contact to the delivery of a product. Most projects have external customers. All project work has to be documented in detail by means of deliverables, presentations, prototypes, weekly reports, diaries and an on-line project workbook. Details about the course and the development process used can be found in [7].

The subjects of the case studies were 3rd to 5th year Computing Science students. The subjects were attending the OOSD course, held at Umeå University, Sweden, described above. All students had good knowledge in programming and had taken a basic software engineering course before entering OOSD. Some of the students also had some experience from software development outside the university. Therefore, the participants can be seen as semi-professional developers. In study one there were four teams of five members. The developed applications were “Inredaren” and “UmUportal”. The first one is a floor planning system that provides the user with a window-based user interface. It has two main functions, floor drawing and floor furnishing. The application was ordered by a teacher of the computing science department (internal customer). UmUportal is a personal portal for Umeå University. The application was ordered by an external customer, the IT chief of Umeå University. In study two, the students were organised into five teams of five-six members each. The developed applications were an “editor for XML metadata” and a “Course Pre-requisites Checking System”. The first application includes a textual and graphical (WYSIWYG) editor for XML-based forms, support for undo, and support for internationalised forms. The second application is an on-line, web-based system for course registration and simple curriculum management. In both cases, the customers were external to the computing science department. The first customer was a high-tech company active in the areas of digital media management, networking and high performance computing in Umeå. The customer of the second application was the faculty of teacher education in Umeå.

The students were required to use specific support analysis and design tools (Rational Rose in study one and Together ControlCenter in study two). The cost of a requirements change was calculated throughout all software development activities, i.e. from analysis to integration into the prototype, including the update of all affected documents.

\(^1\) Approximately 20% of the total time available is spent on lectures and exercises, the learning of new methods, languages, and tools and course administration. A person month amounts to about 152 hours of work, according to COCOMO.
The studies were “specific” since they were focused on managing requirements. They both addressed a real problem, i.e. the difference between intuitive and historical based predictions in study one and the difference between intuitive predictions and predictions based on detailed impact analysis of cost of changes to requirements in study two. The objects under study were Software Requirements specifications (SRS), and the software process used.

5. Limitations of the Case Studies

By performing these case studies, we identified three major risks that could become negative events:

- Classroom projects are usually stable and well defined. There was therefore the risk that the projects under study did not have changing requirements and historical data. To minimise this risk, we contacted the customers and agreed with them to change the requirements of the projects. This was especially true in study two.
- The subjects might not be motivated to participate in the case studies. The consequence of this would be a lack of data from the participants. To minimise this risk we decided to offer an inducement to the subjects in study one, while in study two we told the students that the data collection was a requirement to pass the course.
- By participating to the case studies, the subjects could become aware of the importance of managing requirements. The students might work harder to get good cost estimations. This problem is known as the Hawthorn (or observer) effect [15]. When the project personnel become aware that their work is being monitored, their behaviour will change. In both studies, this risk was lost since the course require a considerable amount of work therefore we did not expect the students to work more only to get better estimations.

Other minor risks were the possibilities that: 1) the subjects could use a formal model for cost predictions like COCOMO, affecting the results of the case study; 2) the participants could adopt requirements management tools or consult a requirements management expert; 3) the students could have misunderstood the terminology used in the forms. This risk was low because we kept e-mail contact with the students during the studies. The personnel experience was not investigated before the start of the studies and the participants decided the team’s constellation. Therefore the results of the studies could be affected by the team’s experience. We thought that these risks were minimal and were managed by interviewing the subjects and navigating in their course web site.

There were other general risks common to all empirical studies [3], for instance the danger to interpret the results without attempting to understand factors in the environment that might affect data. Underestimating the resources needed to validate and analyse the data, to associate measures with wrong scale type and consequently analyse data with the wrong statistical test [6] are other risks. During the validation process, another risk was to not know the amount of data that will never be reported. However, these risks were minimal. Unfortunately, the first two risks described above became partially true in study one resulting in too little data collected to be able to draw statistical conclusions.

6. Hypotheses and Plans

In study one, we assumed that intuitive cost estimations are at least as good as estimations based on historical data (the null hypothesis \( H_0 \)). For the alternative hypothesis \( H_1 \) we assumed that intuitive cost estimations are worse than estimations based on historical data. The null and alternative hypotheses in study two are similar to the first study, the difference is in the estimations based on an impact analysis checklist rather than historical data.
The independent variables were the personnel experience and the project. There was one factor, cost predictions and two treatments: intuitive cost predictions, and controlled cost predictions. The dependent variable was “precision of cost predictions”. All the students participating to the OOSD course were selected. Each team had at least one team manager and one requirements engineer. Each student in the team could assume different roles during the project. The design type chosen was one factor with two treatments.

The design principle followed was balancing i.e. to assign the treatments so that each treatment had equal number of subjects. In study one, two teams of students developed a student portal and two teams developed a Floor Planning System. We assigned the forms such that two different forms could evaluate each project. According to our plans, two teams should have performed intuitive cost predictions, and two teams should have performed cost prediction based on historical data. However, as written above, only two teams performed the data collection. In study two we had five groups therefore we assigned the forms such that at least two different forms could evaluate each project.

The kind of statistic chosen for our measures: # requirements, # changes to requirements, and time, was a parametric statistic because as suggested by [5] these measures reach at least the interval level. The instruments are usually of three types: objects, guidelines, and measurement instruments. The only instrument used during the study was forms contained in plain text e-mails. This choice was accomplished because of simplicity and flexibility in the answers.

6.1. Description of Measures
In both studies, the measures collected in relation to the hypothesis described above are: # requirements, # changes per requirement, and cost of changing requirements. Other measures have been collected to have a general overview of how the requirements are managed in students’ projects and to perform an internal validation of those measures [14].

The # requirements is obtained by counting the functional and non-functional requirements. This counting is done disregarding the status of each requirement (a list of possible requirements states is shown in figure 1). The measure # requirements can be used in

![Figure 1: A simplified requirements life cycle](image)
conjunction with the # changes per requirement to assess the level of requirements volatility. The measurement rule followed in the case studies was to count all requirements that were in any of the states shown in figure 1. We excluded from the count only the deleted requirements.

The # changes made to requirements can be used to help determine requirements stability as well as to measure the impact of changes on the software process, on the budget, and on the schedule of the project. As a requirement is reviewed, all changes are recorded. The measure # changes made to requirements can be used in conjunction with other measures to chart general trends within the requirements management process. The measure # changes to requirements includes any change to a requirement that affects the development of the requirement. A requirement deletion is not considered to be a change to a requirement and readability improvements to the requirements specifications are not considered changes unless they affect the development of the requirements. The measurement rule used during the case studies was to count all changes to requirements demanding at least 15 minutes in order to perform the change. Please note that a change request can be made of many changes to requirements.

| Table 1: Requirements Management Measures used in the case studies |
|---|---|---|---|---|
| Entity | External Attribute | Measure | Domain | Range |
| Software Requirement Specification | Stability, Change impact | # Requirements | SRS | Natural Numbers |
| Requirements | Stability, volatility, change impact | # Changes per requirement | Requirements | Natural Numbers |
| Change to requirement | Cost, effort of change to requirements | Time | Changes to requirements | Minutes |

The cost of change is an indirect measure usually expressed as a function of variables like size of product, resources etc. The purpose of this measure is to provide information about the actual cost for changing requirements and compare this information to the estimated cost. This measure can be used to assess the overall impact of requirements change on the software project. We measured the cost in terms of resources used (the time spent on performing the change). This is because in software projects usually the staff cost dominates the overall project cost [9]. In study one, we did not define directly how to calculate the resources. Only after some discussions with the students we decided to consider the resources necessary for analysis of the change and for implementation of the change. If a change request affected many requirements, the cost of change to requirements was calculated in average for each requirement. In study two we considered the resources necessary to implement the change and not the resources for analysing the impact of change.

To test our hypothesis, each team attending the Object Oriented Software Development course collected data for the measures described above and other information useful to document the changes to requirements. Data was collected for the measures shown in table 1.
7. Results of Case Study One

The subjects were prepared during a lecture where we explained the background of the research, the case study goals, and we showed the forms to be filled in. During the execution of the study (from September 2002 to January 2003), the main concern was to ensure that the study was conducted according to the plans. We had e-mail contact with the students about how to collect the measures related to time and which “changes to requirements” were relevant to the study. There were some misunderstandings in how the data should be collected. For instance, one team counted the # changes to requirements while the other team counted the # change requests. One team considered a deleted requirement as a change to a requirement while the other team did not consider it in the same way.

<table>
<thead>
<tr>
<th>Measures</th>
<th>First Iteration</th>
<th>Second iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Team A</td>
<td>Team B</td>
</tr>
<tr>
<td># Requirements</td>
<td>29</td>
<td>12</td>
</tr>
<tr>
<td># Changes</td>
<td>26</td>
<td>9</td>
</tr>
<tr>
<td>Estimated Time per change</td>
<td>24</td>
<td>17</td>
</tr>
<tr>
<td>Actual Time per change</td>
<td>26</td>
<td>40</td>
</tr>
</tbody>
</table>

A summary of the data collected is shown in table 2. The measurement unit for time is minutes. The estimated and actual time in the cells are sums of data collected every week divided by the # changes. In average, the time spent for each change was 40 minutes for team B and 26 minutes for team A. The reasons for changing use cases were in general for purposes of correction and improvement.

The requirements were changed mainly during the first iteration of the project. Afterwards, the requirements were very stable for both teams. Team B had some changes to use cases only during week 41. Team A changed use cases during the first two weeks of the first iteration and between the two iterations.

In table 2 we can observe the difference between the actual and expected time. Team B’s estimation was approximately less than half of the actual time necessary to perform the change. During the second iteration, team A’s estimation was one third of the actual time necessary to perform the change.

7.1. Lessons Learned in Study One

As pointed out earlier, the study did not succeed as expected for two main reasons. First: among the four teams performing a project in the OOSD course, only two teams participated in the case study. The other two teams decided not to collect data. Secondly: the requirements were not as volatile as expected. According to the original plan, the controlled team should use historical data to estimate the cost of change in the second iteration. We expected meetings to take place between the customer and the developers in order to validate the requirements, and as a consequence, a series of requests of change from the customer. Sadly, the controlled team had little contact with the customer to validate their requirements and this affected the results of the study.

However we have learned some lessons, which are listed below.

- An inducement is not enough to engage students to participate in a case study. More effort should be spent in committing the participants and obtaining their consensus.
- More effort should be spent in pushing students and customers to discuss their requirements. The subjects belonging to the controlled team and their customer had few
discussions about requirements. We expected validation of the requirements from the student side and requests of change from the customer side.

- When doing measurement it is very important to carefully define the measurement rules. The measure # changes per requirements was collected in different ways by the two teams. The reasons for this misunderstanding can be a non-strict definition of the mapping rules and a consequent confusion of the participants collecting the data. Strict definitions of measures and measurement rules are crucial when we perform empirical studies, otherwise it is difficult to evaluate the results of the measurement activities.

As we can see in table 2, the data available are only intuitive estimations and these are not very precise.

8. Partial Results of Case Study Two

As for study one, we prepared the subjects during a lecture in the beginning of the course. We decided to not show the details of the forms to be filled in during this lecture. Instead we provided the subjects with a document containing detailed instructions of how the data should be collected. The instructions contained the definitions of the measures, examples of how to collect the measures and the forms to be filled in. Two different instruction documents were designed, one for the teams whose estimations were intuitive and other for the teams making estimations based on an impact analysis checklist. Among the examples, we described how to count time. The measurement of time spent in performing the change was the sum of the single times spent by each developer in the team. This measure should include the time necessary for a change to requirement to be developed (postponed, approved, implemented etc.). At the time of writing, study two is still ongoing. The measures collected during study two are the same as for study one (shown in table 1). Data has been collected from week 40 to week 46 i.e. the first seven weeks of the project schedule.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Team 1</th>
<th>Team 2</th>
<th>Team 3</th>
<th>Team 4</th>
<th>Team 5</th>
</tr>
</thead>
<tbody>
<tr>
<td># Requirements</td>
<td>29</td>
<td>9</td>
<td>17</td>
<td>28</td>
<td>25</td>
</tr>
<tr>
<td># Changes</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Estimated time per change</td>
<td>165</td>
<td>--</td>
<td>4800</td>
<td>--</td>
<td>35</td>
</tr>
<tr>
<td>Actual Time per change</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>25</td>
</tr>
</tbody>
</table>

As we can observe in table 3, once again we had troubles in collecting data. The “--” in the table cells stand for “not submitted”. The time is expressed in minutes. Only one team (team 5) submitted data on a regular base. The other teams missed the weekly deadlines several times, furthermore their data is incomplete. The reasons of this can be manifold. The course requires large amount of documentation and the weekly forms for the data collections could be a further burden that the subjects try to avoid. Another reason could be due to the understanding of the subjects that the data collection is not a requirement to succeed the course. However, the study is still ongoing therefore we are still in time to make adjustments to the forms and the study. Observing data for team 5 we can notice that the estimations are quite accurate. This can be due to the way team 5 is collecting data i.e. using an impact analysis checklist. However, team 5 had only three changes therefore data is not enough to draw conclusions.
9. Comparison of the Two Case Studies

In performing study two we accomplished some followed the lessons learned in study one. Among the improvements obtained, all the teams participated to the study while in study one only two teams participated. Although the data collection was not a requirement to succeed the course, in study two we made the students to believe that. Another lesson learned in study one was to define the measures more carefully therefore we distributed a document with the measures definition. In fact, we did not receive questions about how to collect time necessary to change requirements. Furthermore, we contacted the customers and we invited them to ask for changes. The changes to requirements in both studies were due to customer’s change requests. However, we have probably done new mistakes. As we can see in table 3, the data collected was incomplete, imprecise and not delivered regularly. We suspect that the reason of this new problem was due to the large amount of data we were asking for.

A summary of the differences between the two studies can be seen in table 4.

<table>
<thead>
<tr>
<th>Intuitive data compared with:</th>
<th>New study</th>
<th>Old study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact analysis</td>
<td>Partly</td>
<td>Historical data</td>
</tr>
<tr>
<td>Measures definition</td>
<td>Yes</td>
<td>Partly</td>
</tr>
<tr>
<td>Instructions provided</td>
<td>Yes</td>
<td>Partly</td>
</tr>
<tr>
<td># teams</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td># students</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td># teams who collected data</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Both forms shown to all students</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Well collected data</td>
<td>No (not yet)</td>
<td>Yes</td>
</tr>
<tr>
<td>Applications</td>
<td>Editor for XML metadata, Course Pre-requisites Checking System</td>
<td>Inredaren, UmUportal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measures</th>
<th>New study</th>
<th>Old study</th>
</tr>
</thead>
<tbody>
<tr>
<td># Changes</td>
<td>Team 5</td>
<td>Team A</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>Estimated time per change</td>
<td>35</td>
<td>24</td>
</tr>
<tr>
<td>Actual time per change</td>
<td>25</td>
<td>26</td>
</tr>
<tr>
<td>Error</td>
<td>40%</td>
<td>10%</td>
</tr>
</tbody>
</table>

A full comparison of the results of the two studies cannot be performed because study two is ongoing. However a partial comparison can be observed in table 5. Team 5 has performed estimations following an impact analysis checklist while teams A and B have performed intuitive estimations. The estimations of team 5 are quite accurate compared to the estimations of team B in the first iteration and team A in the second iteration. This can be due to the use of the checklist. However, the estimations are not good compared to Team A in the first iteration. Furthermore the data collected is still too little to be able to draw conclusions.

10. Conclusion and Future Work

In the previous sections we have described two case studies performed in a university environment. The goal of the studies was to compare intuitive cost estimations of changes to requirements with estimations based on historical data (study one) and estimations based on
detailed impact analysis (study two). In performing study two we reused the lessons learned from study one as an example of what can go wrong and what risks should be take into account.

At the time of writing, no conclusions can be drawn because study two is still ongoing and because the data collected is not complete. However as preliminary results, one team in case study two made quite accurate estimations of cost of changes to requirements performed by following an impact analysis checklist.

Currently, we are performing an empirical study in a medium-size company in Sweden. We are analysing historical projects at this company and based on this analysis we will design a suitable requirements management process for this company. After that we will compare the historical data with the actual data obtained following the new requirements management process. Finally, we will create a baseline which can be used for future projects as a reference for comparisons.

For the next year, we plan to perform another case study. We intend to compare estimations based on COCOMOII model and estimation based on impact analysis checklist. The study will be integrated into the course. Students will not know that there is a specific study. Course organisation material will be adapted to ensure that sufficient data is submitted. Another possible empirical study we would like to perform is to investigate if the size of software systems is proportional to the size of their requirements. In other words, we wonder if R₁ and R₂ are two requirements and size(R₁) < size(R₂), the software systems S₁ and S₂ generated by these requirements are such that size(S₁) < size(S₂).
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