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Abstract

Requirements volatility is an important risk factor for software projects. Software measures can help in quantifying and predicting this risk. In this paper, we present an industrial case study that investigated measures of volatility for a medium size software project. The goal of the study was twofold: 1) to empirically validate a set of measures associated with the volatility of use case models (UCM); 2) to investigate the correlation between subjective and objective volatility. Measurement data was collected in retrospect for all use case models of the software project. In addition, we determined subjective volatility by interviewing stakeholders of the project. Our data analysis showed a high correlation between our measures of size of UCM and total number of changes, indicating that the measures of size of UCMs are good indicators of requirements volatility. No correlations was found between subjective and objective volatility. These results suggest that project managers at this company should measure their projects because of the risk to take wrong decisions based on their own and the developer’s perceptions.
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1. Introduction

Requirements development is a learning, rather than a gathering, process. As a consequence, requirements change frequently, even during later stages of the development process. These changes have several impacts on the software development life cycle [44].

The concept of requirements volatility is not well defined. In the Oxford Dictionary, the term “volatile” is defined as “easily changing” [20]. We define requirements volatility as the amount of changes to a use case model over time, a definition similar to those proposed in [31, 37, 39].

Volatile requirements can cause cost and schedule overruns making the goals of the project hard to achieve. Studies show that requirements volatility has a high impact on project performance [40, 44]. Several aspects of requirements volatility have been studied, for example its impact on project or process performance [2, 14, 21, 30, 33, 39, 40, 44], assessment and prediction [1, 7, 8, 19], simulation models [14, 33], and sources and causes of volatility [17, 31, 39, 40]. Zowghi and Nurmuliani [44] perform an empirical study on requirements volatility and its impact on project performance. They measure the perceived volatility by the developers in different phases of the software development. Their results show that frequent communication between users and developers has a positive impact on the stability of the requirements. The aspect we are most interested in is measures predicting requirements volatility. Software measurement can help us in providing guidance to the requirements management activities by quantifying and predicting changes to requirements. Predicting volatility can help project managers to take appropriate actions in order to minimize project risks and to set up a more stable process.

Table 1 summarizes some measures related to requirements volatility proposed in the literature. These are measures that are applicable, if the specific requirements are well-documented. However, even in the case of well-documented requirements, measures have to be tailored towards the particular organisation because each company has its own way of documenting requirements. Among the measures in table 1, only Ambriola and Gervasi [1] describe an empirical validation of the measures, showing that the stability measure had a high predictive value of risky trends in a requirements analysis process. The reason for validating measures is to empirically demonstrate their practical utility [13, 23, 38]. A measure is empirically valid, if there is a consistent relationship between the measure and an external attribute [45]. To our knowledge, no empirical validation on requirements volatility measures has been performed in an industrial setting.

Industrial studies investigate real projects, with professional developers and real customers. In such stud-
ies, it is often difficult to get information because of confidentiality and because research is not a high priority. Therefore, it is hard to control variables.

**Table 1. Measures used in requirements volatility literature**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambriola and Gervasi [1]</td>
<td>Amount of information contained in requirements at a certain time.</td>
</tr>
<tr>
<td>Costello and Liu [10]</td>
<td>Number of changes (addition, deletions, modifications) classified by reasons for changes in a given time interval; cumulative number of changes; total number of requirements.</td>
</tr>
<tr>
<td>Harker and Eason [17]</td>
<td>Stable requirements; changing requirements classified in mutable, emergent, consequential, adaptive, migration.</td>
</tr>
<tr>
<td>Henderson - Sellers et al. [18]</td>
<td>Use case size measures; environmental factors; total number of atomic actions in all flows and alternative flow; number of atomic actions per goal and actor; number of goals per stakeholder.</td>
</tr>
<tr>
<td>Henry and Henry [19]</td>
<td>Number of specification change; for each specification change: average changed SLOC; average changed modules, average change SLOC per module, average SLOC/person/day.</td>
</tr>
<tr>
<td>Hammer et al. [16]</td>
<td>Total number of new requirements; modification to requirements; requirements traceability.</td>
</tr>
<tr>
<td>Javed et al. [21]</td>
<td>Pre/post functional specification changes; and post release changes.</td>
</tr>
<tr>
<td>Lam and Shan-kararaman [25]</td>
<td>Change effort; change volatility; change completeness; change error rate; requirements change density.</td>
</tr>
<tr>
<td>Malikaya and Denton [30]</td>
<td>Requirements changes in time; additions, deletions, and modifications to software.</td>
</tr>
<tr>
<td>Nurmuliani et al. [31]</td>
<td>Change types (addition deletion, modification); reason of change; origin.</td>
</tr>
<tr>
<td>Raynus [34]</td>
<td>Total number of system requirements; number of requirements added, modified, deleted; percentage of total requirements changes.</td>
</tr>
<tr>
<td>Rosenberg and Hyatt [36]</td>
<td>The percentage of requirements changed in a given time period.</td>
</tr>
<tr>
<td>Stark et al. [39, 40]</td>
<td>Type of requirements; the planned and actual effort days for each requirement; the planned and actual number of calendar days for a version; requirements changes made to the version after plan approval (i.e. type of change, requesting group, and impact).</td>
</tr>
</tbody>
</table>

In this paper, we describe an industrial case study that investigated the requirements volatility of a diagnostic software system. The measures defined in the study were associated to the internal attributes size of use case model (UCM) and size of change to UCM (see table 2). The measures are a subset of those defined in [27], obtained by applying the goal question metrics (GQM) [3, 41] to the requirements management key process area of the capability maturity model [32]. The actual subset used for this case study has been tailored towards the specific company.

The study was performed at Land Systems Hägglunds (BAE Systems), Sweden, with two goals: 1) to empirically validate a set of measures associated with the external process attribute requirements volatility; 2) to investigate the correlations between the subjective volatility and the objective volatility measured through size of change to UCMs (see table 2). We collected data in retrospect on fourteen UCMs (comprising 39 use cases) for a medium size software project and interviewed the stakeholders of the project (professional developers) about requirements volatility.

In the remainder of this paper, we present the case study in section 2 and the conclusions in section 3.

2. Case study description

We followed the guidelines of Wohlin et al. [42] and Kitchenham et al. [22]. All materials of the study are available on-line to enable replication [28].

Following the GQM template [3, 41] for the definition of the goals, we obtain the following definition for our case study: Analyse the use case models of a diagnostic software system. For the purpose of 1) empirically validating requirements measures and 2) investigating the correlation between the subjective and objective measures. With respect to volatility of requirements. From the point of view of two researchers at Umeå university. In the context of the company Land System Hägglunds.

**Table 2. Internal attributes and measures of volatility**

<table>
<thead>
<tr>
<th>Size of UCM</th>
<th>Size of change to UCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of lines</td>
<td>total number of changes</td>
</tr>
<tr>
<td>number of words</td>
<td>number of minor changes</td>
</tr>
<tr>
<td>number of actors</td>
<td>number of moderate changes</td>
</tr>
<tr>
<td>number of use cases</td>
<td>number of major changes</td>
</tr>
<tr>
<td>type of change</td>
<td>number of revisions</td>
</tr>
</tbody>
</table>

The first goal of the study is to validate a set of requirements volatility measures empirically. A measure is valid, if it is internally valid [13] and part of a prediction system of the kind Y= f(X), where Y is the external attribute, i.e. the dependent variable and X is the internal attribute i.e. the independent variable. According to Zuse [45], we have to find correlations and prove the causality between the dependent variable and the independent variables. In our case study the dependent variable is volatility measured through size...
of change to UCM, and the independent variable is size of UCM (see table 2 for the measures). However, we can only test for correlation (and not causality) due to low control compared to formal experiments.

The second goal serves to evaluate the precision of estimations of requirements volatility by project members and managers (in past projects). This is important because project managers and developers often make predictions on future projects and eventually take decisions based on their estimations.

2.1. Planning

2.1.1. Context selection. The case study was performed in retrospect at Land Systems Hägglunds (BAE Systems) Sweden. The company produces automotive systems with embedded software and has ISO9001 and ISO14001 certifications. The project chosen for the study (host project), builds external diagnostics software that runs on personal computers. At first, this software was used in another project at the company. Later on, the software was used also by external customers. Ten people have worked on the host project: two project managers, and eight developers. The software development process used was Rational Unified Process (RUP) [24]. Two iterations were performed in the elaboration phase, four in the construction phase, and one each in the inception and transition phases. The system comprises fourteen UCMs created in the inception phase (see table 3). According to the project terminology, a file containing a UCM is made up of an introduction, a revision table, a use case diagram, and a description of all actors and use cases (see [28] for a template of a UCM). As can be observed in figure 1, use case modelling was the only technique used in the host project to describe requirements (besides the vision document, which contains only sketchy requirements). The abstraction level of the UCMs was high enough to be considered as requirements and not initial designs1. Drafts of the UCMs were used to communicate requirements to the external customer. There were also eight non-functional requirements. Since we did not have historical data available about them, we did not consider them for the study. The project started in March 2001 and was completed in August 2003. The time delay between the project and the case study was about one year. The context of the case study can briefly be characterized according to four different dimensions: 1) online, because it is performed in an industrial software development environment; 2) professional, i.e. non-student environment; 3) real, because it addresses a real problem; 4) specific, since it is focused on particular (volatility) measures.

In order to determine the subjective volatility, we contacted ten stakeholders at the company. Among them were two project managers (of which one was also a developer), three developers and five internal users of the software system. The project manager in charge of the project helped us in identifying suitable subjects for our study. In the host project, the internal users were part of a "reference group" consisting of several stakeholders. The task of this group was to review the requirements specifications, and to act as the internal customer representative. All questions with impact on the requirements were managed by this group. External customers were not interviewed, since they were only familiar with initial versions of the UCMs. According to the project manager, they have never seen the complete use case models, only short descriptions of them.

The objects of the study were fourteen UCMs of the project at the company, comprising 39 use cases in total. Other documentation was used to gather data
about the objects, in particular project plans, iteration plans, and test plans. The guidelines for the subjects were described in an email sent to all participants (see [28]). The measurement instruments used were Microsoft Excel forms and Minitab (a software package for statistical analysis).

2.1.2. Attributes and measures. The state and response variables for the first goal were size of UCM and size of change to UCM, respectively. The measures of the two internal attributes (described in table 2) are quite intuitive, except for number of revisions. A revision of a UCM is a version of a UCM with a unique identifier. Revisions to UCMs are done when changes are performed, but also to validate the UCMs. A revision can include several changes or no changes at all. Usually, a large amount of revisions corresponds to a large amount of changes. However, almost all UCMs have one revision (usually the last one) with no changes associated. Among the 90 revisions, we counted 11 revisions with no changes (besides the initial one for each UCMs which also have no changes associated). One possible measure of volatility could also be “number of associations between use cases”, connected to the internal attributes complexity and size of use case model. We discarded this measure because most UCMs in the host project did not have any associations.

In the second goal, the state variable was the internal attribute size of change to UCM, while the response variable was the external attribute subjective volatility. Subjective volatility was measured by subject ratings, which were collected manually by an e-mailed form.

Although we are aware of the difficulty of determining the exact scale type [6], our measures seem to belong to the ratio scale. The rules defined for measuring the UCMs are described in [28].

2.2. Hypotheses formulation.

Our hypotheses were the following:
1. There is significant correlation between the size of change to UCM and the size of UCM.
2. There is significant correlation between the measures of size of change to UCM and size of UCM and the rating of volatility of the UCMs made by the subjects.

To test the first hypothesis we chose correlation [4]. For the second hypothesis we chose a within-subject design (i.e. all subjects filled in the same form).

2.3. Executing the study

The preparation of the subjects was made by explaining the definition of requirements volatility, describing the forms, and showing an example of how the form should be filled in [28]. The subjects were not aware of the hypotheses of the study. We handed in the material with the fourteen UCMs of the project, providing only their descriptive names. Each subject worked

<table>
<thead>
<tr>
<th>UC models</th>
<th>Number of revisions</th>
<th>Total number of changes</th>
<th>Number of minor changes</th>
<th>Number of moderate changes</th>
<th>Number of major changes</th>
<th>Number of use cases</th>
<th>Number of lines</th>
<th>Number of words</th>
<th>Subjective volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ucm1</td>
<td>4</td>
<td>8</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>99</td>
<td>750 0.354</td>
</tr>
<tr>
<td>Ucm2</td>
<td>7</td>
<td>12</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>111</td>
<td>657 0.708</td>
</tr>
<tr>
<td>Ucm3</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>64</td>
<td>218 0.25</td>
</tr>
<tr>
<td>Ucm4</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>98</td>
<td>792 0.396</td>
</tr>
<tr>
<td>Ucm5</td>
<td>9</td>
<td>11</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>102</td>
<td>498 0.5</td>
</tr>
<tr>
<td>Ucm6</td>
<td>6</td>
<td>10</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>94</td>
<td>670 0.604</td>
</tr>
<tr>
<td>Ucm7</td>
<td>8</td>
<td>13</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>139</td>
<td>937 0.458</td>
</tr>
<tr>
<td>Ucm8</td>
<td>5</td>
<td>19</td>
<td>2</td>
<td>17</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>119</td>
<td>763 0.479</td>
</tr>
<tr>
<td>Ucm9</td>
<td>7</td>
<td>10</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>73</td>
<td>350 0.208</td>
</tr>
<tr>
<td>Ucm10</td>
<td>8</td>
<td>21</td>
<td>2</td>
<td>16</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>143</td>
<td>928 0.458</td>
</tr>
<tr>
<td>Ucm11</td>
<td>8</td>
<td>14</td>
<td>2</td>
<td>12</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>106</td>
<td>641 0.521</td>
</tr>
<tr>
<td>Ucm12</td>
<td>8</td>
<td>19</td>
<td>3</td>
<td>15</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>163</td>
<td>1068 0.271</td>
</tr>
<tr>
<td>Ucm13</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>58</td>
<td>216 0.25</td>
</tr>
<tr>
<td>Ucm14</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>67</td>
<td>283 0.292</td>
</tr>
<tr>
<td>Totals</td>
<td>90</td>
<td>161</td>
<td>32</td>
<td>116</td>
<td>13</td>
<td>5 (unique actors only)</td>
<td>39</td>
<td>1436</td>
<td>8771 not applicable</td>
</tr>
</tbody>
</table>
They rated the relative volatility defined as trends in changes to UCMs in the phases inception, elaboration, construction, and transition on a scale of three linguistic labels (low, medium, and high). Based on [11], we chose three linguistic labels because an odd number of possible outcomes yields better results due to the fact that there is a single medival value. This allowed us to create a form that fitted on to a single page and was easy and quick to fill in, in order to encourage the subjects to participate in the study. We asked the subjects not to read the documentation of the UCMs in order to avoid letting the objective volatility affect the subjective volatility. This documentation contains some information (like the number of revisions, the description, and the date of changes to the UCM) which may reveal the objective volatility of the UCMs.

The study was divided into two phases: the first part consisted of manual collection of data for the measures in Table 2. We gathered data starting from the first available revision of the UCMs, which were dated July 2001 (three months after the beginning of the project). Data was collected by studying historical project documentation. In the second phase we distributed the forms. We contacted ten stakeholders at the company for the subjective data, and received answers from eight of them. Two of the forms were discarded because the data was considered unreliable (the same answer was given for all questions). The study did not affect the development project because it was done in retrospect. The data is described in Table 3.

2.4. Analysis and interpretation

To verify the two hypotheses we first checked the distributions of data for normality. As the data distribution was not normal, we used non-parametric statistics and applied the Spearman correlation coefficient. We chose a level of significance \( \alpha = 0.05 \), i.e. the level of confidence is 95%. For a sample of size fourteen, the Spearman cutoff for accepting \( H_0 \) is 0.532 [43]. However, as the formality in our case study is low compared to formal experiments, we consider the Spearman cutoff only a reference point to judge the significance of our correlations.

2.4.1. Analysis of the first hypothesis. All size of change to UCM measures were correlated separately with the size of UCM measures. As we can observe in Table 4, the values in bold show high correlation. The measure total number of changes is highly correlated with the measures of size of UCM. The number of minor changes is not correlated at all, but this is not surprising, because we have defined minor changes as changes in the style or structure of the file. These changes do not affect the size of UCM. The other measures seem to be somewhat correlated. Concluding, there is a high correlation between the size of UCM and the total number of changes to it. For the moment, we do not claim any causality (i.e. that larger use cases cause a higher number of changes). Further studies are needed to check the causality and to identify guidelines for optimal size of UCMs from a volatility perspective.

2.4.2. Analysis of the second hypothesis. Since the rating of volatility made by the subjects yielded ordinal data we applied a simple transformation (weighted average) to obtain ranked data. For the current analysis, we averaged the answers for the phases to one value for each UCM. Each of the measures was correlated separately with the transformed ratings of volatility made by the subjects (last row in Table 4). Because all coefficients are below the cutoff, we can conclude that there is no significant correlation between our measures and the subjective rating of volatility. It is interesting to note that measures like total number of changes, which is largely utilised to measure volatility [10, 21, 30], did not show very high correlation. This may be due to the small size of the sample. Another reason could be that the subjective volatility by the stakeholders could be affected by other parameters. The stakeholders could perceive as highly volatile those UCMs affected by frequent changes very late in the development process, since the late changes are closest to the time of the case study. This could be tested by checking the transition phase separately. The subjects might recall that there was some problem with a specific UCM but in reality the problems were in other phases of the software development and did not affect the functionality agreed upon with the customer, i.e. without affecting the specific UCM.

2.5. Validity evaluation

2.5.1. Threats to conclusion validity. One issue that could affect conclusion validity is the size of the sample data (fourteen UCMs and six subjects). If the sample size is small, non-parametric tests can lead to accept the

---

1. We counted the number of occurrences of each answer and multiplied the number obtained by 0 (low), 0.5 (medium), or 1 (high). Finally we summed the result and divided by 6 (the max number of subjects).
null hypothesis [6]. Therefore, we consider our results as preliminary.

The objective data have been calculated using a computerized tool and are therefore reliable, except the categorization of changes as minor, moderate, and major respectively, because human judgement was involved. However, we have defined measurement rules to keep the judgement as objective as possible [28].

The participants of the study formed an heterogeneous group. We could have chosen a homogenous group with the disadvantages of decreasing the number of subjects and affecting external validity. However, if the group is very heterogeneous the variations due to the differences among the subjects is bigger than the variations due to the treatments, which actually is a threat in our case.

2.5.2. Threats to construct validity. The subjective volatility is based on judgement of the subjects. The subjects chosen were all involved in the host project as developers or internal users. These users also had the task of reviewing requirements. Therefore, we believe that they were capable of accurately and reliably completing the form. To measure more precisely the reliability of the subjects, we evaluated the interrater agreement by applying the Cohen’s Kappa method [9]. The Kappa value ranges from 0 (no agreement) to 1 (full agreement). We obtained 0.54 which is considered a moderate strength of agreement on the four benchmarks mentioned in [12]. Details of how we obtained this value are available on-line (see [28]).

We consider construct validity of the measures in Table 2 somewhat ensured, since we used the GQM [3, 41] to define the measures and we theoretically validated them [29].

2.5.3. Threats to internal validity. Differences among subjects. Because the group of subjects was heterogeneous, error variance due to differences among subjects is reduced. Our subjects had different background, but it was not necessary to have previous knowledge about requirements engineering to be able to fill in the forms distributed. Therefore this threat was considered small.

Knowledge of the domain. All UCMs belonged to the same universe of discourse, and the knowledge of the domain of the project did not affect internal validity.

Accuracy of collected data. The changes to requirements were not well documented. They were determined by manually comparing several versions of files. Rules of measurements were defined. However, there is a risk that the way we defined changes to requirements can be different from the subjects’ view of change.

Accuracy of responses. One factor affecting the reliability of the answers can be the time that had passed since the end of the project. However, the best time to collect reliable data and reduce the recall bias is debatable. Considering that the average length of a typical software development project at the company is about three years, one year of delay in a project context is not a long time. Furthermore, the subjects work on very few projects in parallel. Other factors affecting the subjective measures can be personal problems and mood. The developers might not have read the definition of volatility carefully and answered the form randomly. The developers might even have read the documentation related to the UCMs, affecting the perceived volatility by studying the objective data. However, this threat is small because it takes time to read the documentation of all the UCMs and we believe that the developers were not willing to spend that time. This would have been a threat in case of correlation.

Motivation of subjects. Due to the small size of the form we believed that it was not necessary to motivate the subjects. Only 75% of the answers were valid, but the subjects most heavily involved in the project did answer.

Other factors. To fill in the form required less than 30 minutes, therefore fatigue effects were not a relevant factor. Plagiarism could be checked easily, while influence among the subjects could not be controlled for and we could only trust the answers received.

<table>
<thead>
<tr>
<th>Table 4. Spearman correlation coefficient obtained analysing the two hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Number of lines</td>
</tr>
<tr>
<td>Number of words</td>
</tr>
<tr>
<td>Number of actors</td>
</tr>
<tr>
<td>Number of use cases</td>
</tr>
<tr>
<td>Subjective volatility</td>
</tr>
</tbody>
</table>
2.5.4. Threats to external validity. Our threats to external validity are minimal because the study was performed in an industrial environment. Therefore, the materials used and the project were real, and the subjects were professionals. The only threat could be the relatively small size of the project.

3. Conclusions

In this paper, we have described a retrospective case study on requirements volatility performed at Land Systems Hägglunds (BAE Systems), Sweden. We collected different measures of size of UCM and size of change to UCMs, associated to the external process attribute requirements volatility for a medium size software project. We furthermore interviewed project stakeholders about their perception of requirements volatility.

Analysing the results for the first hypothesis (empirical validation), we found that the measure total number of changes to UCMs is highly correlated with the size of UCM. The measures of size of UCM are validated in the specific environment and can be considered good indicators of volatility. This result supports the intuitively viable notion that larger UCMs are more volatile than smaller ones and should encourage developers to modularize UCMs. This serves to re-emphasise some fundamental software engineering principles for the need of modularity and cohesion in order to manage complexity and localize change. However, it is not clear yet, whether there is a linear relationship between the size and the number of changes to UCMs. Further studies are needed to identify guidelines for optimal size of UCMs from a volatility perspective. The results are limited to one project and therefore cannot be generalised.

Analysing the results for the second hypothesis, we could not find significant correlations between any of our measures and the rating of volatility by the subjects. The important result is that perception did not match our measures. This is somewhat surprising, since measures of changes to requirements are suggested as reliable indicators of requirements volatility in the literature. There are many possible explanations for our results and further investigations are needed. It might for example be possible that the subjects did reliably recall the evolution of all UCMs. Further factors might have contributed to subjective volatility, like the actual impacts of changes, priorities of use cases, or functional details in general. Even things that have nothing to do with requirements per se as for example changing design decisions. This implies that decision makers may take a high risk when basing decisions solely on subjective requirements volatility. Therefore, we suggest that project managers at this company measure their projects in order to minimize this risk.

References

Development”, International Workshop on Software Process Simulation and Modelling (ProSim), Portland, Oregon, USA, 3-4 May 2003.


