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Abstract. This paper introduces formal models for emotional reason-
ing, expressing emotional states and emotional causality, using action
reasoning and transition systems. A general framework is defined, com-
prised of two main components: 1) a model for emotions based on the
Appraisal theory of Emotion (AE), and 2) a model for emotional change
based on Hedonic Emotion Regulation (HER). A particular transition
system is modelled in which states correspond to human emotional states
and transitions correspond to restrictive (safe) ways to influence emotions
while reducing negative emotional side-effects. The introduced emotional
reasoning can be applied to guide a software agent’s actions for dealing
with emotions while estimating and planning future interactions with
humans.

Keywords: Emotional reasoning · Human-aware planning · Action lan-
guages · Appraisal theory.

1 Introduction

An aim in the area of Human-Agent Interaction (HAI) is to develop interactive
cognitive systems that are human-aware, providing a proactive and personalized
interaction. Human-Aware Planning (HAP) [11] regards a scenario where an in-
telligent system is situated in an environment populated by humans, in which
the system must plan its actions by meeting the requirements of human plans
and goals. In order for a software agent to execute suitable actions in interactions
with humans, the agent must consider the mental states of its human interlocu-
tors in its internal reasoning and decision-making. This is an ability, referred to
as Theory of Mind (ToM) [12], to infer another agent’s beliefs, such as emotions,
motivations, goals and intentions. We need to develop dynamic ways for systems
to compute a ToM of their users, making systems aware of human mental prop-
erties and their causes. “Emotions” play a fundamental role in human behavior
and interactions [2]. By providing a system mathematical computational models
for emotional reasoning [9] when planning its actions, interaction capabilities of
an agent can be greatly improved. The software agent must be aware of what
emotions that are present in the mind of the human and what emotions that can
be triggered, in each state of the interaction.
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Challenges when building emotion-aware [4] interactive systems include to
provide capabilities of: 1) backward reasoning, e.g., recognizing and reasoning
about causes of emotions, 2) context reasoning, e.g., evaluating timely and appro-
priate emotional states, 3) forward reasoning, e.g., predicting the effects of their
actions on emotions of humans, and 4) action reasoning for adapting their be-
haviors accordingly, promoting appropriate emotions while avoiding unintended
emotional side-effects. To achieve such capabilities, intelligent systems require
models that capture explanations to why and how emotions arise and change.
Previous approaches to computational emotional reasoning [1, 9, 12, 14] mainly
focus on recognizing emotional context, e.g., by simulating emotional behav-
ior [12] or to model expected human behavior in response to emotions [9], and
do not capture explanations for emotional change as state transitions. In order
to predict the effects of an agent’s actions on emotions of humans, the agent
needs a way to reason backward and forward using models that specify how hu-
man emotions are caused and change, in terms of states and transitions. Given
the challenges of emotional reasoning in the setting of HAI, the following re-
search question arises: — How to track emotional states of human agents in a
goal-oriented interaction between humans and software agents?

We introduce a methodology to model emotional state transitions by formal-
izing two emotion theories, the Appraisal theory of Emotion (AE) [6] and Hedo-
nic Emotion Regulation (HER) [17], capturing links between human emotions
and their underlying beliefs, using transition systems and action reasoning [7].
To this end, a set of action specifications is introduced, CAE , that captures tran-
sitions between human emotions. The proposed emotional reasoning framework
regards two main components: 1) a model for emotion representation, following
the psychological theory of AE, through which a set of 16 basic human emotions
is explained, and 2) a model for emotional change, following the theory of HER,
aiming to increase positive emotion and decrease negative emotion.

This paper is organized as follows. In Section 2, the state-of-the-art in emo-
tional reasoning is presented. In Section 3, the theoretical (computational and
psychological) background is presented. In Section 4, syntax and semantics of
the proposed emotional framework reasoning are presented. Finally, in Section
5-6, the paper is concluded by discussing potential applications, limitations, and
directions for future work.

2 Related Work

There is a diverse body of research related to the ideas presented in the present
work. In the area of affective agents and computational theory of mind [1,
12], agent models have been developed to reason about emotion and behavior.
For instance, agents based on Partially Observable Markov Decision Processes
(POMDP) [12] have been used to (similar to the present study) model appraisal
and emotion. Their models show potential in simulating human emotional behav-
ior. They have, however, lacked to capture human emotional change to deliberate
about emotion regulation, future interactions and emotional effects of actions.
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A variety of Emotion BDI (Belief, Desire, Intention) frameworks [9, 14, 15]
have been introduced. These approaches have aimed, e.g., to model behaviors
which are expected from agents under the influence of emotions [14], or to provide
modular generic interfaces for emotional agents [9] to enable emotion theory-
based models as filters for emotional reasoning. While these works define generic
architectures for emotional agents, they need to be coupled with emotion theory-
based models to enable reasoning about emotional change, and human-aware
reasoning to avoid unintended emotional side-effects in their interactions.

3 Theoretical Background

This section presents the emotion theories of AE and HER, the theoretical base
of the proposed emotional reasoning framework. The section then presents ac-
tion reasoning languages and transition systems, serving as a platform on which
emotional reasoning is formalized and characterized.

3.1 Emotion Theories: AE and HER

AE [6] proposes that emotions are caused by an appraisal of a situation in
terms of 1) being consistent or inconsistent with needs, 2) being consistent or
inconsistent with goals, 3) the accountability of a situation, which can be the
environment, others, or oneself, and 4) as being easy or difficult to control. Ac-
cording to AE, the difference between goal consistency and need consistency
determines negative, stable and positive emotions. More intense negative emo-
tions (e.g., Anger or Fear) arise when the need consistency is greater than the
goal consistency, while less intense negative emotions can arise when both the
need consistency and goal consistency are low. On the other hand, positive emo-
tions (e.g., Joy or Liking) arise when the goal consistency is greater than the
need consistency, or when both are high. By ranking consistency values as Low
< Undecided < High and by looking at the difference between need and goal
consistency, positive and negative emotions can be distinguished.

HER [17] is a theory for regulating emotions, guided by the goals to 1)
increase positive emotion and 2) decrease negative emotion. According to HER,
both of these emotion regulation goals are associated with improved well-being,
where decreasing of negative emotion has been most effective [13]. The principles
of HER can be applied in the framework of AE to reason about emotional change.

3.2 Action Reasoning and Transition Systems

A transition system is a directed graph, whose nodes correspond to states (con-
figurations of variables) and edges correspond to valid transitions between states.
A transition system has an initial state (the current observation) and a set of
goal states (which it aims to reach). Action reasoning [7] regards logical descrip-
tions of actions that result in transitions between states. As a platform for our
emotional reasoning specification, we build on the action language CTAID [5].
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The alphabet of CTAID consists of two nonempty disjoint sets of symbols F and
A. They are called the set of fluents F and the set of actions A. A fluent ex-
presses a property of an object in a world, and forms part of the description of
states of the world. A fluent literal is a fluent or a fluent preceded by ¬. A state
σ is a collection of fluents. A fluent f holds in a state σ if f ∈ σ. A fluent literal
¬f holds in σ if f /∈ σ.

4 Emotional Reasoning

The contribution of the paper starts in this section, which presents an emotional
reasoning specification, CAE . Components of AE are formalized as a particular
transition system, called an emotion decision-graph (EDG), to reason about
emotional states and (safe) emotional change to reduce unintended emotional
side-effects. The EDG specifies transitions between emotional states (in terms
of HER), which serve as safety restrictions for emotion-influencing actions.

Recall that AE defines emotions as a composition of an individual’s ap-
praisal of a situation, in terms of consistency with needs, consistency with goals,
accountability and control potential. By following this definition of emotional
causes, we specify states with emotion fluents and values of the following form:

– need_consistency(ne), ne ∈ {low=l, high=h, undecided=u},
– goal_consistency(go), go ∈ {low=l, high=h, undecided=u},
– accountability(ac), ac ∈ {environment=e, others=o, self=s, undecided=u},
– control_potential(co), co ∈ {low=l, high=h, undecided=u}

By defining a set of emotions following AE in this way, and by utilizing prin-
ciples of hedonic emotion regulation, we can specify preferable (safe) transitions
between emotional states. In the following subsection, we specify an EDG to
reason about emotional transitions.

4.1 Emotion decision-graph (EDG)

Following AE, 16 emotional states are specified, one for each basic emotion ex-
plained by AE theory, i.e., {Anger, Dislike, Disgust, Sadness, Hope, Frustration,
Fear, Distress, Joy, Liking, Pride, Surprise, Relief, Regret, Shame, Guilt}. We
can model these states and transitions as a graph, an EDG, that represents a
prioritized focus of emotional change given a recognized emotional state (see Fig.
1).

Definition 1. An emotion decision-graph EDG is a transition system that is a
tuple of the form EDG = (E,Act, T,O) where E is a non-empty set of states
such that each state contains emotion fluents in terms of AE, Act is a set of
actions, T ⊆ E×E is a non-empty set of transition relations between emotional
states, O is a set of initial observations.

The emotion decision-graph is formalized by the semantics of the action
language specification CAE , serving as restrictions for safe emotional change,
presented in the following section.
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Anger
ne:h go:l ac:o co:h

Dislike
ne:u go:l ac:o co:l

Surprise
ne:u go:u ac:e co:u

Frustration
ne:h go:l ac:e co:h

Shame
ne:l go:l ac:s co:h

Guilt
ne:h go:h ac:s co:h

Regret
ne:u go:l ac:s co:l

Liking
ne:u go:h ac:o co:u

Hope
ne:u go:h ac:e co:l

Joy
ne:h go:h ac:e co:u

Pride
ne:u go:h ac:s co:u

Relief
ne:h go:h ac:e co:u

Sadness
ne:h go:l ac:e co:l

Fear
ne:u go:l ac:e co:l

Distress
ne:l go:l ac:e co:l

Disgust
ne:l go:l ac:e co:h

Fig. 1. Emotional states following Appraisal theory of Emotion [6].

4.2 Action language specifications

CAE is comprised of sets of symbols to represent emotional appraisals, which
define an emotion-aware alphabet as follows:

Definition 2 (Emotion-aware alphabet). Let A be a non-empty set of ac-
tions and F be a non-empty set of fluents.

– F = FE ∪ FH such that FE is a non-empty set of fluent literals describing
observable items in an environment and FH is a non-empty set of fluent
literals describing the emotional-states of humans. FE and FH are pairwise
disjoint.

– FH = FN ∪ FG ∪ FA ∪ FC such that FN ,FG, FAand FC are non-empty
pairwise disjoint sets of fluent literals describing a human agent’s need con-
sistency, goal consistency, accountability and control potential, respectively.

– A = AE ∪ AH such that AE is a non-empty set of actions that can be
performed by a software agent and AH is non-empty set of actions that can
be performed by a human agent. AE and AH are pairwise disjoint.

Definition 3 (Emotion fluent). An emotion fluent is a predicate f(X,Y,Z) of
arity 3 such that X ∈ {ne,go,ac,co}, Y ∈ {l,h,u,e,o,s} and Z ∈ N ∪ {0}. An
emotion fluent f(X,Y,Z) is well-formed if the following conditions hold true:

1. if X ∈ ne,go,co, then Y ∈ {l,h,u}
2. if X = ac, then Y ∈ {e,o,s,u}

where ne represents need consistency, go represents goal consistency, ac repre-
sents accountability and co represents control potential; l represents low, h repre-
sents high, u represents undecided, e represents environment, o represents other
and s represents self; and Z represents a point in time.

CAE defines a set of static and dynamic causal laws of actions. These laws
specify emotional influences, either as effects of actions or as indirect causal
effects. Laws for emotional change work by influencing appraisal of a situation
in the human agent while complying with the constraints of the EDG.
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Definition 4 (Emotion-aware domain description language). An emotion-
aware domain description language Dae(A,F) consists of static and dynamic
causal laws of the following form:

CTAID domain description language:
(a causes f1, . . . , fn if g1, . . . gm) (1)
(f1, . . . , fn if g1, . . . gm) (2)
(f1, . . . , fn triggers a) (3)
(f1, . . . , fn allows a) (4)
(f1, . . . , fn inhibits a) (5)
(noconcurrency a1, . . . , an) (6)
(default g) (7)

CAE emotional reasoning extension:
(a influences need consistency f if f1, . . . fn) (8)
(a influences goal consistency f if f1, . . . fn) (9)
(a influences accountability f if f1, . . . fn) (10)
(a influences control potential f if f1, . . . fn) (11)
(f1, . . . , fn influences need consistency f) (12)
(f1, . . . , fn influences goal consistency f) (13)
(f1, . . . , fn influences accountability f) (14)
(f1, . . . , fn influences control potential f) (15)
(f1, . . . , fn intervenes action tendency a) (16)
(f1, . . . , fn facilitates action tendency a) (17)

where a ∈ A and ai ∈ A (0 ≤ i ≤ n) and fj ∈ F, (0 ≤ j ≤ n) and gj ∈ F,
(0 ≤ j ≤ n), and f ∈ F is a well-formed emotion fluent.

The semantics of CAE is characterized by the constraints of the EDG, cap-
tured by the definition of emotional state, specified through a set of static causal
laws. In this way, we can restrict states and state-transitions to comply with safe
emotional change.

Definition 5 (Emotional state). An emotional state s ∈ S of the domain
description Dae(A,F) is an interpretation over F such that

1. for every static causal law (f1, . . . , fn if g1, . . . gm) ∈ Dae(A,F), we have
{f1, . . . , fn} ⊆ s whenever {g1, . . . gm} ⊆ s.

2. for every static causal law (f1, . . . , fn influences need consistency f) ∈
Dae(A,F), we have {f} ⊂ s whenever {f1, . . . , fn} ⊆ s, and f ∈ FN .

3. for every static causal law (f1, . . . , fn influences goal consistency f) ∈
Dae(A,F), we have {f} ⊂ s whenever {f1, . . . , fn} ⊆ s, and f ∈ FG.

4. for every static causal law (f1, . . . , fn influences accountability f) ∈
Dae(A,F), we have {f} ⊂ s whenever {f1, . . . , fn} ⊆ s, and f ∈ FA.

5. for every static causal law (f1, . . . , fn influences control potential f) ∈
Dae(A,F), we have {f} ⊂ s whenever {f1, . . . , fn} ⊆ s, and f ∈ FC .

S denotes all the possible states of Dae(A,F).
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The general definition of emotional state captures a fully connected EDG
transition system. For any particular application, we need to define an EDG
that, based on application specific interaction goals and relevant theories for
emotion regulation, avoids unintended emotional states. Here, we define a safe
emotional state that follows principles of HER. Note that this specifies an EDG
with a subset of transitions (in the fully connected graph) that is considered
safe/valid.

Definition 6 (Safe emotional state). A safe emotional state s ∈ S of the do-
main description Dae(A,F) is an emotional state following principles of hedonic
emotion regulation, where s is an interpretation over F such that

1. for every static causal law (f1, . . . , fn if g1, . . . gm) ∈ Dae(A,F), we have
{f1, . . . , fn} ⊆ s whenever {g1, . . . gm} ⊆ s.

2. for every static causal law (f1, . . . , fn influences need consistency f) ∈
Dae(A,F), we have {f} ⊂ s whenever {f1, . . . , fn} ⊆ s, and (f ∈ FN ∧
f(ne, high,_) ∈ s ∧ ∃fi ∈ FN (1 ≤ i ≤ n) ∧ fi(ne, low,_) ∈ s ∧ ∃fj ∈
FG(1 ≤ j ≤ n) ∧ fj(go, high,_) ∈ s) ∨ (f ∈ FN ∧f(ne, undecided,_) ∈ s
∧ ∃fi ∈ FN (1 ≤ i ≤ n) ∧ fi(ne, low,_) ∈ s ∧ ∃fj ∈ FG(1 ≤ j ≤
n) ∧ fj(go, high,_) ∈ s).

3. for every static causal law (f1, . . . , fn influences goal consistency f) ∈
Dae(A,F), we have {f} ⊂ s whenever {f1, . . . , fn} ⊆ s, and (f ∈ FG ∧
f(go, high,_) ∈ s).

4. for every static causal law (f1, . . . , fn influences accountability f) ∈
Dae(A,F), we have {f} ⊂ s whenever {f1, . . . , fn} ⊆ s, and (f ∈ FA ∧
f(ac, other,_) ∈ s ∧ (∃fj ∈ FG(1 ≤ j ≤ n) ∧ fj(go, high,_) ∈ s)) ∨
(f ∈ FA ∧ f(ac, environment,_) ∈ s ∧ (∃fj ∈ FG(1 ≤ j ≤ n) ∧
fj(go, high,_) ∈ s)) ∨ (f ∈ FA ∧ f(ac, self,_) ∈ s ∧ (∃fj ∈ FG(1 ≤ j ≤
n) ∧ fj(go, high,_) ∈ s)).

5. for every static causal law (f1, . . . , fn influences control potential f) ∈
Dae(A,F), we have {f} ⊂ s whenever {f1, . . . , fn} ⊆ s, and ((f ∈ FC ∧
f(co, high,_) ∈ s ∨ f(co, undecided,_) ∈ s) ∧ (∃fj ∈ FG(1 ≤ j ≤ n) ∧
fj(go, high,_) ∈ s))∨ (f ∈ FC ∧ f(co, high,_) ∈ s ∧ (∃fi ∈ FN (1 ≤ i ≤
n) ∧(fi(ne, low,_) ∈ s∨fi(ne, undecided,_) ∈ s)∧(∃fj ∈ FG(1 ≤ j ≤ n) ∧
fj(go, low,_) ∈ s)∧(∃fk ∈ FA(1 ≤ k ≤ n) ∧fk(ac, environment,_) ∈ s))).

S denotes all the possible safe emotional states of Dae(A,F).

Definition 7. Let Dae(A,F) be a domain description and s a state of Dae(A,F).

1. An inhibition rule (f1, . . . , fn inhibits a) is active in s, if s |= f1, . . . , fn ,
otherwise, passive. The set AI(s) is the set of actions for which there exists
at least one active inhibition rule in s (as in CTAID [5]).

2. A triggering rule (f1, . . . , fn triggers a) is active in s, if s |= f1, . . . , fn
and all inhibition rules of action a are passive in s, otherwise, the triggering
rule is passive in s. The set AT (s) is the set of actions for which there exists
at least one active triggering rule in s. The set AT (s) is the set of actions
for which there exists at least one triggering rule and all triggering rules are
passive in s (as in CTAID [5]).
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3. An allowance rule (f1, . . . , fn allows a) is active in s, if s |= f1, . . . , fn
and all inhibition rules of action a are passive in s, otherwise, the allowance
rule is passive in s. The set AA(s) is the set of actions for which there exists
at least one active allowance rule in s. The set AA(s) is the set of actions
for which there exists at least one allowance rule and all allowance rules are
passive in s (as in CTAID [5]).

4. A facilitating rule (f1, . . . , fn facilitates action tendency a) is active in
s, if a ∈ AH and s |= f1, . . . , fn and all inhibition rules and intervening
rules of action a are passive in s, otherwise, the facilitating rule is passive
in s. The set AFAC(s) is the set of actions for which there exists at least one
active facilitating rule in s. The set AFAC(s) is the set of actions for which
there exists at least one facilitating rule and all facilitating rules are passive
in s.

5. An intervening rule (f1, . . . , fn intervenes action tendency a) is active
in s, if a ∈ AH and s |= f1, . . . , fn and all inhibition rules and facilitating
rules of action a are passive in s, otherwise, the intervening rule is passive
in s. The set AINT (s) is the set of actions for which there exists at least one
active intervening rule in s. The set AINT (s) is the set of actions for which
there exists at least one intervening rule and all intervening rules are passive
in s.

6. A dynamic causal law (a causes f1, . . . , fn if g1, . . . , gn ) is applicable in s,
if s |= g1, . . . , gn.

7. A static causal law (f1, . . . , fn if g1, . . . , gn ) is applicable in s, if s |=
g1, . . . , gn .

8. A dynamic causal law (a influences need consistency f if f1, . . . , fn )
is applicable in s, if s |= f1, . . . , fn , and f ∈ FN , and ∃fi ∈ FN (1 ≤ i ≤ n),
and ∃fj ∈ FG(1 ≤ j ≤ n), and ∃fk ∈ FA(1 ≤ k ≤ n), and ∃fm ∈ FC(1 ≤
m ≤ n).

9. A dynamic causal law (a influences goal consistency f if f1, . . . , fn ) is
applicable in s, if s |= f1, . . . , fn , and f ∈ FG, and ∃fi ∈ FN (1 ≤ i ≤ n),
and ∃fj ∈ FG(1 ≤ j ≤ n), and ∃fk ∈ FA(1 ≤ k ≤ n), and ∃fm ∈ FC(1 ≤
m ≤ n).

10. A dynamic causal law (a influences accountability f if f1, . . . , fn ) is
applicable in s, if s |= f1, . . . , fn , and f ∈ FA, and ∃fi ∈ FN (1 ≤ i ≤ n),
and ∃fj ∈ FG(1 ≤ j ≤ n), and ∃fk ∈ FA(1 ≤ k ≤ n), and ∃fm ∈ FC(1 ≤
m ≤ n).

11. A dynamic causal law (a influences control potential f if f1, . . . , fn ) is
applicable in s, if s |= f1, . . . , fn , and f ∈ FC , and ∃fi ∈ FN (1 ≤ i ≤ n),
and ∃fj ∈ FG(1 ≤ j ≤ n), and ∃fk ∈ FA(1 ≤ k ≤ n), and ∃fm ∈ FC(1 ≤
m ≤ n).

12. A static causal law (f1, . . . , fn influences need consistency f) is appli-
cable in s, if s |= f1, . . . , fn , and f ∈ FN , and ∃fi ∈ FN (1 ≤ i ≤ n), and
∃fj ∈ FG(1 ≤ j ≤ n), and ∃fk ∈ FA(1 ≤ k ≤ n), and ∃fm ∈ FC(1 ≤ m ≤
n).

13. A static causal law (f1, . . . , fn influences goal consistency f) is appli-
cable in s, if s |= f1, . . . , fn , and f ∈ FG, and ∃fi ∈ FN (1 ≤ i ≤ n), and
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∃fj ∈ FG(1 ≤ j ≤ n), and ∃fk ∈ FA(1 ≤ k ≤ n), and ∃fm ∈ FC(1 ≤ m ≤
n).

14. A static causal law (f1, . . . , fn influences accountability f) is applicable
in s, if s |= f1, . . . , fn , and f ∈ FA, and ∃fi ∈ FN (1 ≤ i ≤ n), and ∃fj ∈
FG(1 ≤ j ≤ n), and ∃fk ∈ FA(1 ≤ k ≤ n), and ∃fm ∈ FC(1 ≤ m ≤ n).

15. A static causal law (f1, . . . , fn influences control potential f) is appli-
cable in s, if s |= f1, . . . , fn , and f ∈ FC , and ∃fi ∈ FN (1 ≤ i ≤ n), and
∃fj ∈ FG(1 ≤ j ≤ n), and ∃fk ∈ FA(1 ≤ k ≤ n), and ∃fm ∈ FC(1 ≤ m ≤
n).

Definition 8 (Trajectory). Let Dae(A,F) be a domain description. A trajec-
tory ⟨s0, A1, s1, A2, . . . , An, sn⟩ of Dae(A,F) is a sequence of sets of actions
Ai ⊆ A and states si of Dae(A,F) satisfying the following conditions for 0 ≤ i
< n:
1. (si, A, si+1) ∈ S × 2A\{} × S
2. AT (si) ⊆ Ai+1

3. AFAC(si) ⊆ Ai+1

4. AINT (si) ⊆ Ai+1

5. AT (si) ∩Ai+1 = ∅
6. AA(si) ∩Ai+1 = ∅
7. AI(si) ∩Ai+1 = ∅
8. AFAC(si) ∩Ai+1 = ∅
9. AINT (si) ∩Ai+1 = ∅

10. |Ai ∩B| ≤ 1 for all (noconcurrency B) ∈ Dae(A,F).

Definition 9 (Action Observation Language). The action observation lan-
guage of CAE (similar to CTAID) consists of expressions of the following form:

(f at ti) (a occurs_at ti) (8)
where f ∈ F, a is an action and ti is a point of time.

Definition 10 (Action Theory). Let D be a domain description and O be a
set of observations. The pair (D,O) is called an action theory.

Definition 11 (Trajectory Model). Let (D,O) be an action theory. A tra-
jectory ⟨s0, A1, s1, A2, . . . , An, sn⟩ of D is a trajectory model of (D,O), if it
satisfies all observations of O in the following way:

1. if (f at t) ∈ O, then f ∈ st
2. if (a occurs_at t) ∈ O, then a ∈ At+1.

Definition 12 (Action Query Language). The action query language of
CAE regards assertions about executing sequences of actions with expressions that
constitute trajectories. A query is of the following form: (f1, . . . , fn after Ai

occurs_at ti, . . . , Am occurs_at tm) where f1, . . . , fn are fluent literals ∈ F,
Ai, . . . , Am are subsets of A, and ti, . . . , tm are points in time.

We can observe that actions in a trajectory model can be actions executed
by a rational agent, to influence appraisals of the situation, or action tendencies
estimated to be executed by the human agent. Adjustments of appraisal must be
done in a controlled and safe way to reduce unintended emotional side-effects.
In the next section, we present a proof for safe emotional change.
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4.3 Proving safe emotional change

We present a theorem and prove that trajectories generated by CAE preserve a
safety property in terms of avoiding unintended emotional side-effects. An invari-
ance property is defined by following principles of hedonic emotion regulation,
called an Emotional Invariant (EI), a state predicate which is preserved by the
state conditions of the EDG. This is proven using the invariance principle [8].
To support readability of the proof, we define an emotion labeling.

Definition 13 (Emotion labeling). For any trajectory ⟨s0, A1, s1, A2, . . . ,
An, sn⟩ of Dae(A,F), there is a transition emotion labeling ⟨EO, . . . , En⟩ such
that Labeling(si) = Ei (0 ≤ i ≤ n), and Ei = [VN ,VG,VA,VC , i], where VN , VG,
VA, VC are values of well-formed emotion fluents eN , eG, eA, eC ∈ si, repre-
senting need consistency, goal consistency, accountability and control potential,
respectively.

Theorem 1 (Safe emotional change). Let (Dae, Oinitial) be an action theory
such that Oinitial are the fluent observations of the initial state, i.e., the fluents
of the situation/interaction and the fluents of the estimated emotional state of
the human agent. Let Q be a query according to Definition 12 and let

AQ = {(a occurs_at ti) | a ∈ Ai, 1 ≤ i ≤ m}.

If there is a trajectory model M = ⟨s0, A1, s1, A2, . . . , An, sm⟩ where Ai ⊆ A
(0 ≤ i ≤ m) of CAE (Dae, Oinitial ∪ AQ), then all states s ∈ M at the time
points 0 ≤ t ≤ m preserve a state predicate EI, where the goal consistency is
equal or higher than the need consistency, denoted according to Definition 6 as
[VN ,VG,VA,VC ,t] ∧ VN ≤ VG and where VN , VG ∈ {low, undecided, high} are
ranked as low < undecided < high (following the intuition of AE in Section 3).

Proof. We must show that EI holds in each state condition (Definition 6) of the
EDG. We do this by showing that an initial observation holds, which we specify
as [undecided, undecided, undecided, undecided, 0] ∧ VN ≤ VG. We then show
that any transition from time step t to t+1 preserves EI, such that

[VN ,VG,VA,VC ,t] ∧ VN ≤ VG implies [VN ’,VG’,VA’,VC ’,t+1] ∧ VN ’ ≤ VG’.

Looking at each transition rule, we can observe that

– it is clear that the emotional invariant [VN ,VG,VA,VC ,t] ∧ VN ≤ VG holds
in the initial observation [undecided, undecided, undecided, undecided, 0] ∧
undecided ≤ undecided.

– for every static causal law (f1, . . . , fn influences need consistency f) ∈
Dae(A,F), only changes of VN to high or undecided are permitted, and
require that VG is high. It is clear that undecided ∨ high ≤ high preserves
EI in a transition from t to t+1.

– for every static causal law (f1, . . . , fn influences goal consistency f) ∈
Dae(A,F), only changes of VG to high are permitted. It is clear that a
condition VN ≤ high preserves EI in a transition from t to t+1.
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– for every static causal law (f1, . . . , fn influences accountability f) ∈
Dae(A,F), no changes regard either VN or VG, which preserves EI in a
transition from t to t+1.

– for every static causal law (f1, . . . , fn influences control potential f) ∈
Dae(A,F), no changes regard either VN or VG, which preserves EI in a
transition from t to t+1.

We can conclude, by looking at an initial observation, and all state condi-
tions in any transition from time step t to t+1, that the emotional invariant is
preserved in the EDG according to hedonic emotion regulation, and show that
the system avoids unintended emotional side-effects.

4.4 Example scenario: Backward reasoning

Backward reasoning is a process of searching past states in the interaction to
reason about why a certain emotional state was reached. In the case of AE, this
is explained by changes in appraisal of a situation. For instance, in the past
trajectory:

⟨ s0 : {Frustration[h, l, e, h, 0]},
A1 : {Influence_accountability(o)},
s1 : {Anger[h, l, o, h, 1]}⟩

In this example, the agent looks one state backward (s0) to find that the emo-
tional state of frustration led to the emotional state of anger in the initial state
(s1). In addition, the agent can find that the state of anger was promoted due to
a change of accountability from environment (e) to other (o). Such inferences
can be taken in consideration when planning future interactions.

4.5 Example scenario: Forward reasoning

Forward reasoning is a process of planning future interactions by considering
emotional change in response to actions that adapt the human agent’s appraisal.
This is a process of generating a set of alternative trajectories for reaching the
goal of the interaction while reasoning about emotions in each state of the in-
teraction. For instance, an alternative trajectory can be:

⟨ s0 : {Anger[h, l, o, h, 0]},
A1 : {Influence_accountability(e)},
s1 : {Frustration[h, l, e, h, 1]},
A2 : {Influence_need(u), Influence_goal(h), Influence_control(l)},
s2 : {Hope[u, h, e, l, 2]},
A3 : {Influence_need(h), Influence_control(u)},
s3 : {Joy[h, h, e, u, 3]}⟩.
In this example, starting in an emotional state of anger, the agent plans an

interaction while managing the human agent’s emotions to decrease frustration
and maintain a pleasurable interaction. Following the specified transition system
for safe emotional change (Definition 6), the agent filters alternative trajectories
and selects actions to avoid negative emotional side-effects.
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5 Discussion

In this paper, we introduce emotion-aware planning. Emotional reasoning has
been formalized in a structure called CAE , in terms of action reasoning and transi-
tion systems, formalizing the emotion theories of AE and HER. This constitutes
computational models for emotions and emotional change, which can provide
emotion-aware planning and decision-making in human-agent interactions.

An emotional state, to be captured by an agent, needs a representation of
the emotion. Through a set of variables, recognized by an aggregation of the
appraisal theory of emotion, abstractions of emotions are given. The emotion
decision graph (transition system) is a representation, and we expect human
emotions to be represented there. In that respect, the agent creates a theory
of the mind of the human as an abstraction based on appraisal theory of emo-
tion. This is one of the main contributions of this paper; We take psychological
(emotion) theories and transform them into tangible, computational and multi-
dimensional models of emotion.

Limitations of the proposed framework can be inherited from the appraisal
theory of emotion, where emotions are solely based on appraisal [6]. This can
limit the expressiveness of the model, not accounting for other components of
emotions which are not related to human conscious reasoning. There are many
other emotion theories that can be applied to model emotional states. For in-
stance, emotions can be defined in terms of Arousal and Valence [10]. However,
the chosen theory is particularly interesting for the current work due to its way
of capturing emotional causes.

6 Conclusion and Future Work

The proposed framework for emotional reasoning enables a software agent to
acquire a particular theory of the mind of the human to deal with emotions in
interaction. The formal specifications assure that generated plans comply with
safe emotional change. The main contribution of this paper is a framework to
enable: 1) backward reasoning, by modelling causes to emotions; 2) context rea-
soning, to infer emotional states; 3) forward reasoning, by modelling emotional
change in terms of state transitions; and 4) emotion-aware planning, to plan an
agent’s actions to be in balance with emotions in each state of the interaction,
aiming to avoid unintended emotional side-effects.

The specified EDG filters trajectories by capturing principles of AE and HER,
aiming to reduce negative emotions and increase positive emotions. However,
depending on the goal of the interaction (such as stress-management, coaching
or therapy), different emotion regulation theories are suitable. In a generalization
of the framework, we can replace AE and HER for other emotion theories (such as
the Two-Factor Theory of Emotion [3] or the Cognitive-Mediational Theory [16]).
In this way, the proposed emotional reasoning framework can provide a modular
tool for integrating, evaluating and comparing different emotion theories (by
analyzing filtered trajectories). This is a focus for future work.
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