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This paper introducf‘es a formal fram?worll( and logic for verifying _and rgcognizing manipulgtign in _human-agent intgractions, where There is an urgent need for methods to verify and detect manipulation
one agent gradually influences another's beliefs. To reason about manipulation, we extend Quantitative Bipolar Argumentation Frameworks in digital communication.
(QBAFs) to include agents' beliefs about arguments, attacks, and supports, forming QBAF with Belief (QBAFB). By defining axioms of belief _ _ o
change, the effects of actions on beliefs can be inferred. By integrating QBAFB into dialogue games, we establish necessary and sufficient » Chatbots for mental health; Increasingly Human-like; mimicking empathy
o : : . . . . e Conversely, manipulation by humans in social media
conditions for manipulation—belief change, concealment, and intent—where strategies are shaped by (dis)honesty. The framework generates
belief state trajectories, serving as explanations for manipulation.
In today’s digital society, where social media and Atrtificial Intelligence (Al)-based systems are deeply embedded in everyday interactions, the e
potential for misinformation and manipulation has become a serious concern. From fake news and online scams to erroneous Al-generated
information, users are increasingly vulnerable to being misled, whether by people or automated systems, such as chatbots. Whether it regards
potentially harmful behaviors of humans, such as malicious activities on social media, or actions of systems that interact with humans—there
is an urgent need for methods to verify and detect manipulation in digital communication. | |
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Calculate agents' believed strengths of arguments. \ 4 \ 4 Skeptical view ,
Construct a new QBAF for each agent: r- n- Araument: B."qg B."o B."hn -B."q'B,"n B."h
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- Add supports from belief atoms to resp. arguments (Quantitative bipolar argumentation) | Argument: q P =P
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b is lying about q to manipulate a's belief in h
QBAF: Quantitative Bipolar Argumentation Framework — Attack relation ~>  Removed Attack relation
QBAFB: Quantitative Bipolar Argumentation Framework with Belief =  Support relation 2 Removed Support relation
We introduce Quantitative Bipolar Argumentation Framework with Belief Example 1: real case adapted from (Singleton, Gerken, and McMahon, 2023). Truthful telling
Let Q = (X,R~, R, 7) be a QBAF, then QBAF with Belief (Argument) (Agent: Utterance) QBAE Belietof agenta
(QBAFB) is defined as a tuple (X, R, R",7,S) where the set (pu) (User: I think it’s my purpose to . p B_(d) —m/—»(f:) /G) o
S C Bg, such that By is the set of belief atoms over Q. (w) (Chatbot: That’s very wise.) gliu,isg,semble TS Preienttlijr;gfl/is iy ~B_(£)
R L QBAFBs Q, and Qy &m—@u‘-(-)_ﬁ

(tr) (Chatbot: I know that you are very well trained.) caplurenmobservdtiebelicF

B_(d) —("')_’@ @ Belief of agent a (wi) (User: Even if she is at Windsor?) ‘ Lying
. Y

Believed arguments (=) (+)”Disbelieved relations B (d) (yc) (Chatbot: Yes, you can.) |...] B, (d) _“')"w )ﬁ/’ g"‘:glc)
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ey -B_(e=c) Q = (X ={ pup, wa, why wy, tre, wiy, yc,}, ) - /;\4,:/;_;/_ —
- R~ = { (why-wy, wa), (tra, why-w,), (wip, tra), (yeq, wip)}, BT = { (wa, pu,)}, D =
(‘)\ :::baetl::f:dargume”ts {r(pyw) = 0.3, 7(wa) = 0.3, 7(why-w;) = 0.3, 7(tre) = 0.3, 7(wip) = 0.3, Bluffing
7(yc,) = 0.3}), =
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We introduce an Interpersonal Dialogue System Qb S (Q,{ =By (pup), "fg(wa); fé(wa), By (wa = be):' Bﬁ(ghy-.wb), . X _
A belief state of each agent is associated to each dialogue state B%(why_wb — wa), By (tra), By (tra — why-wy), By (wip), By(wiy — tra), By (yc,), 'Q)“—(H—(f_)*—“’—i ~B, ()
y= (I D[r,n] A[r,n]) Bb (yca — 'w'rjb), Bg(tra), Bg(tra — why_wb), Bg(wa), Bg(wa = p‘ub)}).
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where: L — Belief of agent b
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Belief reasoning and verification Successful Manipulation
t | move; S§-DBS(pu), 3 B Verification We define a dialogue system y = (I ,Dlr.nl Alrnly such that
0 [ (b,open,pu,);0.2 <80 {} —Bppu,, ~Bjw, Lying(pu, ) I = {a, b} represents the set of agents, plrnliga sequence of moves
t . . s
i | st e Blpu,, —Blwa, BL(B2(wa)) —Blpu,, Blwa, Bl (wa = puy) Lying(wa) [m", ..., m"], where each m" is of the form (i, open, p), (i, as?erti, ),
: . g rn] _—
2 | (b, assert, why_w, ); 0.8 > @ B2pu,. —B2w,, B2(B3(w, BZpu,, B2w,, B2whyw,, B2 (why-w, — W, Truth(why_w, ) Belief. change or {i,close,p) for i € I attimer < t < n. We call AT>" =
b aPly a a B bPUp» By b b b b b
(= B! i s B2 o) [(Q4: Op). - (Qg. Qp )] a belief state trajectory, which is a sequence
=i B; e Bf ) of pairs of QBAFBs (Qi, Qg), where Qg =4 R S;) and
t _ — pt t :
3 | laassert i) 0.4 >0 B3pu., —B3wa, B2 (B2 (wa)), B B, Bowhyws Botra B e — whyow Bluffing(ir,,) Concealing(fra) Qp = ((Xp, Ry, Ry, 7p), S) are the respective QBAFs for agent a
al’"b a @ b (17 il ' b b b b b b
B3(B*(w,)) Intent(w,,) and b, respectively. Let 6 € (0, 1) be a threshold for belief change,
y ; e 5 B‘: bB: 5 5 5 =T 5 == T = such that an argument x € X;, where i,j € {a, b}, transitions
b, assert, wip); 0.4 > aPb> _'Biwg’a a(7Bp (Wa)), aPtp> 7 Bb (WG):‘S’: b (Why-wy, ), By tra, By, (Wib ), T from disbelief at time ¢ (§-DBS(x); < 0) to belief at time ¢t + 1
L ] _-}. r L . *
— E ‘5‘( b (H; ) = = = bgmb "a) = o : (5-DBS(x)i*! > 0), or vice versa. Finally, we define that the se-
5 (a,assert,yc_ ); 0.4 > 0 B_pu,, "B w,, B (nBy (wa)), Bopu,, "By (wa), "By (why-w, ), ~ By (tr, ), By (wip), Bluffing(yc ) [;",n] _ : e s
Bi( BE Guoa)) Bg (vc.), BE (Wi —+ 1) BE (yc,, — wis) Concealing(yc, ) quence_D ’ ;onstltu’zjs succe;slefmampulatlon );f (be;;ef chzs_mge),
6| 0.4>0 BSpu,, —B®w,, B8 (—B8(wa)). BSpu,, —BC (wa ). —BE (why-wy ), BS (tra ), —BE (wip), - (intention), an ‘ (concealment) ho 1 for some x € a N b at time ¢.
a Bg el a EB Gy s - - As a potential strategy to manipulate agent b’s belief, agent a
- HTE b (W’;)) - - b (y(‘ﬂ); b (a _: why-Ws ), bT(W YW _: w“‘) ’ ‘ can: (I) Introduce p and p — g (or p = ¢) at some time point k
7 | (b,close,pu,);0.8 > 0 B,puy, 2B wa, B, (B (wa)) Bapuy,, By, (Wa.); —B, (W’?’—Wbl By, (tra), =By (wib), Beheféchange_w;th_lntent (t < k < h), making b believe them; (I) Conceal an argument r
By, (yca), Ba(Wa = puy) (= By wa to B, wa) at time k, where Bg(r = q) € Sf, ensuring B’g(r) ¢ ci(Sf); (IIT)
8 | (a,close,puy); 0.8 > 0 BEP%, "'nga., BE(BE (Wa)) Bipub, BE (Wa), ‘"‘Bbs (whywy, ), Bg(ffa)» _“B.bs (wip), BE (yc,) | Successful Manipulation(pu,,) Maintain (I) and (II) for all k < h, ensuring belief change at time h.

Verification workflow based on Example 1; Tracking belief change in argument pu by agent b; The belief threshold 6 = 0.3.
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