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Abstract— This article utilizes a topology optimization
approach to design planar multilayer transitions between sub-
strate integrated waveguides (SIWs) and rectangular waveguides
(RWGs). The optimization problem is formulated based on the
modal field analyses and Maxwell’s equations in the time domain
solved by the finite-difference time-domain (FDTD) method.
We present a time-domain boundary condition based on the
Klein–Gordon equation to split traveling waves at homogeneous
waveguide ports. We employ the boundary condition to com-
pute portal quantities and to devise an adjoint-field system
that enabled an efficient computation of the objective function
gradient. We solve design problems that include more than
105 000 design variables by using less than 400 solutions of
Maxwell’s equations. Moreover, a new formulation that effec-
tively combats the development of in-band resonances in the
design is presented. The transition configuration allows the direct
mount of conventional RWG sections on the circuit board and
aims to cover the entire K-band. The guiding structure of the
optimized transition requires blind vias, which is realized by a
simple and cost-efficient technique. In addition, the transition is
optimized for three different setups that can be used to provide
different field polarizations. The proposed transitions show less
than 1-dB insertion loss and around 15-dB return loss over the
frequency interval 18–28 GHz. Several prototypes are fabricated
with an excellent match between the simulation and measurement
results.

Index Terms— Finite-difference time-domain (FDTD), Klein–
Gordon equation, modal field analysis, multilayer transitions,
planar circuits, substrate integrated waveguides (SIW), topology
optimization, waveguides, wideband systems.
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I. INTRODUCTION

THE DESIGN of broadband radio frequency (RF) tran-
sitions is a common and yet still very elaborate task

in modern microwave engineering. Typical applications that
require a well-matched and low-loss transition, e.g., from a
printed circuit board (PCB) to a waveguide or horn antenna,
include broadband radar and wireless sensing systems [1]–[5].
Likewise, due to their excellent shielding, low-loss, and power
handling properties of waveguides, these transitions are often
used in high data communication [6], [7]. With emerging
technologies such as cyber-physical systems and Internet of
Space (IoS) with microsatellite and nanosatellite [8], [9],
it can be expected that applications and requirements for
high-performance transitions will continue to grow in the
future.

Designing such transitions, however, still requires consid-
erable human time and effort. The design process usually
starts with a rough conceptual idea that is then parameterized
with a few design variables and analyzed and adapted by a
professional microwave engineer in the 3-D field simulations.
Various such concepts to connect a PCB to a waveguide or
horn antenna have already been published [10]–[17]. Never-
theless, these approaches demand either rather high manufac-
turing or assembling efforts [10]–[15] or are hardly suitable
for broadband applications [16], [17]. Also, commercially
available broadband transitions, which for example use coaxial
probes as feeds in waveguides, have significant disadvantages
due to high costs even at high volumes.

Waveguide ports are crucial elements in the analysis of
waveguide-based devices. Two concepts are widely used to
model waveguide ports in the time domain. The first is to use
a modal field analysis to design the boundary conditions for
waveguide problems [18]–[23]. Alimenti et al. [21] proposed
a boundary condition based on a modal field analysis and
a time-domain translation operator. Their boundary condi-
tion absorbs the outgoing modes and is capable to impose
source signals. This concept was employed, for instance,
to provide compact wideband equivalent models to analyze
complex RF systems [24], [25]. The second concept to model
waveguide ports is by combining the total-field scattered-field
formulation and perfectly matched layers (PMLs). Recently,
Chen et al. [26] proposed an inhomogeneous waveguide port
for S-parameters extraction by the time-domain discontinuous
Galerkin method. Their waveguide port combines the modal

0018-9480 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0002-1318-7519
https://orcid.org/0000-0003-3281-6322
https://orcid.org/0000-0003-1689-0960
https://orcid.org/0000-0003-0473-3263
https://orcid.org/0000-0001-8704-9584
https://orcid.org/0000-0003-2638-5415
https://orcid.org/0000-0002-3131-1800
https://orcid.org/0000-0003-4948-9655
https://orcid.org/0000-0003-1898-8179


This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

2 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES

field analysis to impose source signals and a PML to absorb
the outgoing signals.

Topology optimization techniques have revolutionized the
design process in various engineering disciplines [27]–[29].
One substantial benefit of employing such techniques is their
ability to offer new conceptual designs. These techniques were
initially proposed for structural optimization, and then, they
have been successfully extended to various electromagnetic
design problems (see [30]–[33] and the references therein).
The high-dimensional parameterization offered by these tech-
niques not only has the potential to reveal novel designs with
outstanding performance but allows the inclusion of manu-
facturing constraints in the design phase as well [34]. In this
way, novel designs, which would be difficult or impossible to
imagine with manual design procedures, can be realized.

Recently, topology optimization has emerged as a promising
approach to design microwave transitions [34]–[36]. Because
of the dispersive nature of waveguides, the portal quan-
tities used to formulate these optimization problems were
treated based on two concepts. The first was to employ the
total-field scattered-field approach combined with a PML,
as an absorbing boundary condition, to excite the waveguides.
The second concept was to include coaxial-to-waveguide
transition sections in the model to circumvent dealing with
dispersive waveguide ports. Besides, these design problems
used only a single-layer PCB and were accordingly, for planar
devices, very limited in bandwidth and matching. Since in the
millimeter-wave regime and beyond, a single-layer substrate
could be too delicate, it is common to utilize multilayer PCBs
to mechanically stabilize the entire circuit board or to provide
RF and dc routing lines [37].

In this article, we present a new topology optimization
approach to design multilayer planar transitions that offer sig-
nificantly more design freedoms. The transitions make use of
three topology optimized copper layers of a low-cost four-layer
RF stack-up. The approach employs the modal field analyses
and solutions of Maxwell’s equation in the time-domain by
the finite-difference time-domain (FDTD) method. We employ
the Klein–Gordon equation and introduce a time-domain
boundary condition to split traveling waves at homogeneous
waveguide ports. The proposed boundary condition models
waveguide ports and makes it possible to derive an adjoint
system that enabled efficient computations of the derivatives
of the observed quantities with respect to the design variables.
In addition, we propose a formulation that for the first time
addresses in-band resonances and makes the optimized designs
less prone to this issue. The treatment of the design problem in
the time domain together with the novel portal problem formu-
lation makes it highly efficient to optimize the waveguide tran-
sitions for wideband performance. The optimized transitions
are suitable for cost-efficient mass production by conventional
PCB processes. Moreover, the transitions are easy to mount
to conventional rectangular waveguides (RWGs) without using
any further components as stepped transformers or back cav-
ities. Two configurations are presented, which can be utilized
in a predefined fixture to provide dual polarization. Section II
describes the problem setup. In Section III, we present our
formulation of the design process as a topology optimization

Fig. 1. (a) Geometry of the three-layer SIW-to-RWG transition.
(b) Cross-sectional view through the xz plane showing a blind (gray) via,
a thru-hole (black) via, and the three sheets (dotted lines) where the copper
distribution will be optimized.

problem with comprehensive details on numerical treatments.
Section IV presents the numerical and experimental results
for transitions covering the entire K-band. The results are
discussed and compared with some state-of-the-art transitions
in Section VII, and the conclusion is given in Section VIII.

II. CONCEPTUAL LAYOUT

Fig. 1 shows the conceptual geometry of the substrate inte-
grated waveguide (SIW)-to-RWG-transition addressed in this
article. The device consists of four sheets of copper embracing
three dielectric substrates. The middle substrate (prepreg) has
a thickness h p and a dielectric permittivity εp, whereas both
the top and bottom substrates (cores) have a thickness hc and
a permittivity εc. The first substrate from the bottom hosts an
SIW, which we aim to match to an RWG mounted on top
of the third substrate. The sidewalls of the SIW are formed
using three rows of thru-hole metallic vias (colored black in
the figure) that cross through the three substrates. To keep a
signal path between the SIW and the RWG, a row of blind
vias (colored gray in the figure) crosses through the top and
middle substrates only, as shown in Fig. 1. Both the SIW and
the RWG are assumed to be matched on the other side of the
transition.

We aim to match the SIW to the RWG over the frequency
band 18–28 GHz, which contains the entire K-band, by opti-
mizing the copper distribution in the design domain �. The
domain � comprises three planar sheets of copper with areas
a×b per sheet, where a and b are the RWG inner dimensions.
Two sheets are located between the prepreg and the two
cores, and the third between the top core and free space. The
locations of the three sheets are marked by the dotted lines
in Fig. 1(b).

III. COMPUTATIONAL MODEL

This section presents the computational model used for
the optimization problem stated earlier. First, we review
the governing equations and outline the derivation of some
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Fig. 2. Schematic diagram illustrating a waveguide section, at whose end
signals are transmitted and received, connected to the transition domain; i = 1,
2 refers to the RWG and SIW, respectively.

time-domain portal quantities at the end of the RWG (Port1)
and the SIW (Port2) (see Fig. 1). These are used for two
purposes: 1) to set boundary conditions for the computations
and 2) to define objective functions for the optimization.
Second, we formulate an optimization problem based on
these portal quantities as well as in-domain measures. Third,
we present the numerical approach used to solve the governing
equations and the optimization problem.

A. Portal Quantities

The time–space relationship between the electric field E and
the magnetic field H is governed by Maxwell’s equations

∂tεE + σE−∇ ×H = 0 (1a)

∂tμH+∇ × E = 0 (1b)

where ε, μ, and σ , are the medium’s permittivity, permeability,
and electric conductivity, respectively. The transition region
subject to design is on each side surrounded by the waveguide
sections. At the end of these sections, boundary conditions
are applied in the form of an imposed incoming signal and
absorbed outgoing signals. Thus, schematically, each of the
waveguides is attached to the transition region as shown
in Fig. 2, in which the energy influx of the in- and outgoing
signals is denoted W+i,n and W−i,n , respectively. (Index n refers
to a mode number as outlined next.)

The derivation of the portal quantities will be based on
modal expansions in the waveguides. Under the assumption
of a lossless medium in a waveguide, the transversal electric
ET and magnetic HT fields in the waveguides satisfy the
expansions

ET(r, t) =
∞∑

n=1

Vn(k, t)en(ρ) (2a)

ηHT(r, t) =
∞∑

n=1

In(k, t)hn(ρ) (2b)

where Vn(k, t) and In(k, t) are modal voltages and currents,
en(ρ) and hn(ρ) are the corresponding orthonormal modal
bases of the electric and magnetic fields, and η = √μ/ε. Here,
the position vector r is split in the transverse and longitudinal
directions

r = ρ + kk̂ (3)

where ρ is a position vector in the cross section and k̂
is the waveguide direction of propagation shown in Fig. 2.
The modal bases en and hn depend on the waveguide cross

section and are computed by solving two eigenvalue prob-
lems that result in orthonormal bases for the TE and TM
modes [19], [38], with hn = k̂× en . The waveguides are here
rectangular and filled with a nondispersive dielectric, which
means that the eigenfunctions are given by simple formulas
involving tensor products of trigonometric functions [39].
For inhomogeneously filled waveguides and more general
cross-sectional shapes, modal bases can be computed using
numerical methods [26].

The orthonormality of the modal bases—that is∫
S

em(ρ) · en(ρ)dS =
∫

S
hm(ρ) · hn(ρ)dS = δmn (4)

in which S is the cross section, and where δmn is Kronecker
delta—means that

Vn(k, t) =
∫

S
ET(r, t) · en(ρ)dS (5a)

In(k, t) =
∫

S
ηHT(r, t) · hn(ρ)dS. (5b)

Kristensson [38] shows that both the modal voltages and
currents satisfy the 1-D Klein–Gordon equation

∂2
t fn + λ2

n c2 fn − c2∂2
k fn = 0 (6)

where c = √μ/ε is the phase velocity and λn is the nth
eigenvalue, as well as the equations

∂t In + c∂kVn = 0, for TE modes (7a)

∂t Vn + c∂k In = 0, for TM modes. (7b)

The Laplace transform L of (6), assuming vanishing initial
conditions, yields(

s2 + λ2
nc2 − c2∂2

k

)
f̂n = 0 (8)

where f̂n = L( fn), which can be factored as

(β−c∂k)(β + c∂k) f̂n = (β + c∂k)(β−c∂k) f̂n = 0 (9)

where β = (s2 + λ2
n c2)1/2.

Now, define

V+n =
Vn + Zn In

2
(10a)

V−n =
Vn − Zn In

2
(10b)

where Zn f is a (convolution) impedance operator, defined
through its Laplace transform

L(Zn f
) =

⎧⎪⎪⎨
⎪⎪⎩

s

β
f̂ , for TE modes

β

s
f̂ , for TM modes.

(11)

Operator Zn corresponds, in the frequency domain, to the
modal impedance normalized with respect to η [39, Sec. 3.3].

First, note that definition (10) entails a splitting

Vn = V+n + V−n (12)

of the modal voltages. We will show that V±n individually
satisfy the Klein–Gordon equation and thus correspond to
valid solutions of the Maxwell equations in the waveguide.
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For this, apply the Laplace transform to definitions (10),
multiply both sides with (β ± c∂k), and use expression (11)
and the Laplace transform of (7) to find that

(β ± c∂k)V̂±n =
(β ± c∂k)(β ∓ c∂k)V̂n

2β
= 0 for TE modes (13a)

(β ± c∂k)V̂±n =
±(β + c∂k)(β − c∂k) În

2s
= 0 for TM modes (13b)

where the last equality in each case follows from fac-
torization (9). Equation (13) shows that V±n satisfy the
Klein–Gordon equation. Crucially, as pointed out by Kristens-
son [38], this modal voltage splitting implies a division in
parts of the field propagating in the positive (V+n ) and negative
(V−n ) k̂ directions, respectively.

Similarly, we may split the modal currents into directional
currents

In = I+n + I−n (14)

where

I+n =
In + Yn Vn

2
(15a)

I−n =
In − Yn Vn

2
(15b)

in which Yn is a convolution operator defined by its Laplace
transform

L(Yn f
) =

⎧⎪⎪⎨
⎪⎪⎩

β

s
f̂ , for TE modes

s

β
f̂ , for TM modes

(16)

which, in the frequency domain, corresponds to the modal
admittance normalized by 1/η. We remark the duality of the
modal impedance (11) and admittance (16).

Time-domain expressions for these operators, assuming that
they act on functions that vanish for t ≤ 0, can be written
as [23], [40], [41]

ZTE
n fn = YTM

n fn = L−1
[

1− (1− s

β
)

]
∗ fn

= fn − λncJ1(λnc·) ∗ fn (17a)

YTE
n fn = ZTM

n fn = L−1
[

1− 1+ s

β
+ (λc)2

sβ

]
∗ fn

= fn − λncJ1(λnc·) ∗ fn + (λnc)2 F ∗ fn (17b)

where

F(t) =
∫ t

0
J0(λncτ )dτ (18)

and where J1 and J0 are the first- and zeroth-order Bessel
functions of the first kind, respectively.

In our computations, we set V+n = g as a boundary
condition at the ports, where g = 0 at Port2, and g at Port1 is
a signal with a spectral content covering the frequency interval
of interest. In this way, the part of the fields propagating into
the waveguide is prescribed, and the part that propagates out

of the port, V−n and I−n , is left unaffected, creating matched
port conditions.

The transmission and reflection properties of the device are
in the optimization represented by portal quantities revealing
the energy content of the modal waves, V−n and I−n , prop-
agating out of the ports. By the orthogonality of the modal
basis functions, and assuming that the fields vanish outside of
the time interval (0, T ), the net energy flux through Porti in
direction k̂ can be written

Wi =
∫ T

0

∫
S

k̂ · (E ×H)dSdt =
∞∑

n=1

Wi,n (19)

where

Wi,n =
∫ T

0
Vi,n Ii,n dt . (20)

Note that Wi and Wi,n are signed quantities, where the sign
indicates the direction of the net energy flow with respect to k̂.

Substituting the splittings (12) and (14) into expression (20),
we find that the net energy flux of mode n satisfies

Wi,n = W+i,n +W−i,n +W s
i,n (21)

where

W+i,n =
∫ T

0
V+i,n I+i,n dt (22a)

W−i,n =
∫ T

0
V−i,n I−i,n dt (22b)

W s
i,n =

∫ T

0
V+i,n I−i,n dt +

∫ T

0
V−i,n I+i,ndt . (22c)

Expression (21) decomposes the energy at Porti into the
sum of the imposed energy W+i,n , the outgoing energy W−i,n ,
and the mixed energy W s

i,n . The outgoing energy W−i,n will
be utilized in the optimization to maximize transmission and
minimize reflection.

Remark 1: The mixed energy W s
i,n term is due to the

dispersive nature of hollow waveguides, and its presence is
a consequence of the fact that the modal impedance Zn is
a convolution operator. Note that the mixed energy vanishes
when either V+i,n and I+i,n or V−i,n and I−i,n vanish. Moreover,
for nondispersive transmission lines supporting TEM waves,
and in the case of single-frequency time-harmonic waves,
the impedance operator Zn reduces to multiplication with
a real or complex number. In that case, there is no mixed
energy term. Thus, although the modal voltage and current can
be split into waves propagating in the positive and negative
directions, according to (12) and (14), the energy flux does
not split in exactly the same way. Nevertheless, numerical
evidence indicates that the mixed energy term tends to be
orders of magnitude smaller than the other terms. In the current
setup, the mixed energy term is about 0.5 % of the imposed
signal in the worst case. Therefore, we will ignore this term
in the optimization problem formulation, as indicated in the
following.
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B. Problem Formulation

For the setup shown in Fig. 1, as discussed earlier,
we impose boundary conditions on V+n at both ports. We
prescribe a vanishing V+n at Port2 and a nonzero signal g
with a given frequency content at Port1. The frequency content
of g is such that only the first mode (TE10) propagates both
in the SIW and the RWG. However, higher modes can be
expected to be generated by the transition region, leaking into
the waveguides, which is why we consider the first three
modes in the boundary conditions in order to absorb any
residual evanescent waves at the ports. Thus, the imposed
boundary conditions mean that both ports experience matched
conditions.

In the transition section, we expect ohmic losses

Wloss = W� +W c + W d (23)

where W� is the loss in the copper sheets to be designed,
W c is the loss in the waveguide conductive walls, and W d is
the dielectric substrates’ loss. The energy losses in � can be
computed by

W� =
∫

�

∫ T

0
σE2 dtd�. (24)

We assume that the fields, and thereby the energy inside
the domain, vanish outside the time interval (0, T ). Energy
conservation then yields to balance law

W1,1 = Wloss + |W2,1| (25)

that is, the net energy flux into Port1 either ends up as losses
or flows out through Port2. (The absolute value is inserted to
make all terms nonnegative.) Inserting the energy split (21)
into energy balance (25), we find

W+1,1 =
∣∣W−1,1 +W s

1,1

∣∣+Wloss +
∣∣W−2,1

∣∣
≈ ∣∣W−1,1

∣∣+Wloss +
∣∣W−2,1

∣∣ (26)

using that W+2,1 = W s
2,1 = 0 and ignoring the mixed energy

term in (26).
A natural and simple statement of the optimization problem

is to fix the incoming signal, and thus the imposed energy W+1,1
at Port1, and to seek a spatial distribution of the copper in � to
maximize the transmission term |W−2,1| at Port2. From energy
balance (26) it then follows, since the left side is constant,
that maximization of the transmission automatically leads to
a minimization of the two other terms: the reflected energy at
Port1 and the losses.

Another possibility is instead to minimize the reflected
energy |W−1,1| at Port1. Energy balance (26) implies that the
sum of the transmission term |W−2,1| and the loss term Wloss
will then be maximized. Taken by itself, this approach seems
not as favorable as the previous one due to the implicit
maximization of losses. However, in previous work concerning
antenna optimization [42], we noticed that the combination
of maximizing the transmission energy and minimizing the
reflected energy resulted in optimized designs with a more
even performance over the frequency band of interest com-
pared to when only the transmission energy was maximized,
that is, the final designs typically possess a performance that

compromises between a high transmission and a low reflection
over the entire band of interest, which is typically required for
many systems operating over wide frequency bands.

However, when using the same concept in this article,
we experienced in-band resonance issues in many of the opti-
mized designs [34]. One explanation for these resonance issues
is that due to the high permittivity and the complex structures
created in the transition, cavity regions of the transition will
be subject to higher order modes. If this region includes a
structure that resonates at a certain frequency, the energy
carried by this frequency will be trapped in the structure, but
the portal quantities only may not be able to easily detect such
internal resonances. However, for a lossy structure, the ohmic
losses in the structure would likely increase at the resonance
frequency. As will be described in detail next, during the
optimization process, the design evolves through a sequence of
lossy structures. Thus, adding the minimization of the ohmic
losses W� to the optimization problem formulation increases
the sensitivity to resonances in the transition and makes the
optimized designs less prone to resonances. This issue is
illustrated through numerical experiments in Appendix A.
Therefore, we formulate the optimization problem as

min
σ∈U

log

(
W−1,1W�

|W−2,1|

)

s. t. the governing equations,

imposed energy flux W+1,1 (27)

where U is the admissible set of conductivities, described in
detail in the discrete case next.

C. Numerical Treatment

We numerically solve the governing equations (1) by the
FDTD method [43] using our custom software. The analysis
domain is discretized by a uniform cubical grid with a spatial
cell size � and a time step �t . The modal voltages Vn and
currents In are computed at the waveguide ports based on
discrete versions of integrals (5) and the FDTD discretization
of E and H, respectively. More precisely, the discretization
of the modal voltages and currents uses the staggered grids
in space and time that are employed by the Yee scheme.
Moreover, the traveling waves defined in expressions (10)
and (15) are approximated at Porti and time step m by

V±m
i,n (ki ) =

V m
i,n(ki )± Zi,n I

(
m−�t

2

)
i,n

(
ki + �

2

)
2

(28a)

I±m
i,n

(
ki + �

2

)
= I

(
m−�t

2

)
i,n

(
ki + �

2

)± Yi,n V m
i,n(ki )

2
. (28b)

Similarly, energy terms (22b) and (24) are discretized to
compute the terms of the objective function.

At Port1, V+m
1,1 is set to a truncated, time-sampled sinc

signal, covering the frequency band of interest, and, at Port2,
V+m

2,1 is set to vanish. The admittance and impedance operators
are discretized in a straightforward way consistent with the
discrete modal voltages and currents. The discretized unknown
conductivities are vectors σ of the conductivities σi at each
Yee edge in �.
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D. Density-Based Topology Optimization

To solve the discrete version of problem (27),
we use a density-based topology optimization (DBTO)
approach [28], [29]. In DBTO, the design domain � is
divided into small elements. A vector p of binary design
variables pi marks, for each element, presence, pi = 1,
or absence, pi = 0, of the material, here copper. This type of
geometry description leads to a large-scale, nonlinear integer
optimization problems. To avoid solving such computationally
intractable problems, the DBTO approach is to relax the
integer constraint and allow the design variables to vary
continuously between 0 and 1. This relaxation of the design
variables enables the use of gradient-based optimization
methods to efficiently solve topology optimization problems
where the design vector p may hold thousands, millions,
or even billions of entries [27], [44]. Although the design
variables are allowed to vary continuously during the
optimization process, a penalty approach is used so that the
final design vector approximately holds the binary values in
order to obtain a manufacturable design. To map between the
density variable pi and the physical conductivity, we use the
mapping

σi = 108pi−3 (S/m) (29)

where the coefficients 8 and 3 are chosen based on numerical
investigations. The mapping (29) interpolates exponentially
between a good conductor (σmax = 105 S/m) and a good
dielectric (σmin = 10−3 S/m).

One issue with the relaxation of the design variables is
that intermediate values (that is, values of pi between 0
and 1) impose ohmic losses in the design domain. As noted
in Section III-B, when maximizing the transmitted energy,
the loss term is automatically minimized, which makes the cur-
rent optimization problem self-penalizing toward the lossless
case (that is, toward pi = 1 or pi = 0). (In other applications,
an explicit penalty procedure has to be used in order to pro-
mote final binary values of the design.) The self-penalization
is useful at the end of the optimization procedure, but if not
modified, it tends to aggressively terminate the optimization
quickly, resulting in designs with poor performances [45]. To
mitigate the self-penalization, a blurring filter can be imposed
on the design variables [34], where each element value is
replaced by a weighted average of the neighboring elements’
values, that is, we replace p in (29) by

p̃ = Fp (30)

where matrix F determines the action of a blurring filter on the
design variables p. To obtain a lossless final design, the blur-
ring of the design variables is removed through a continua-
tion approach over the filter radius. More precisely, we use
a sequence of decreasing filter radii, R1 > R2 > · · · > RN .
At subproblem i , we use a filter matrix F(i) corresponding
to the filter radius Ri . (We remark that, here, we select RN

sufficiently small so that F(N) = I.) For each experiment,
the initial design is specified in Section IV. As initial guess
for subproblem i + 1, where i ≥ 1, we adjust p to obtain the
same physical design as the optimized physical design from
subproblem i , that is, p̃(i+1)

init = p̃(i)
opt.

The topology optimization problem after discretization is

min
p

log

(
W̃−1,1W̃�

|W̃−2,1|

)

s. t. the governing equations,

the imposed energy W̃+1,1 (31)

where the tilde symbol indicates the numerical approxi-
mation of the corresponding terms. To solve optimization
problem (31), we employ the GCMMA algorithm [46]. The
GCMMA is a gradient-based optimization method suitable to
solve large-scale optimization problems.

One approach to compute the gradient vector is to use finite
differences. For large-scale problems, however, this approach
is computationally inefficient. An alternative is to use the
adjoint-field methods, which typically allow the computa-
tion of the gradient vector by one additional simulation per
observation [47].

We use the adjoint-field method to compute the gradient
of the objective function. The objective function comprises
three terms that are observed at different locations in space.
This makes it possible to rely on the linearity of Maxwell’s
equations and solve only one adjoint system with three exci-
tations. More precisely, the outgoing signal of (10b) at Port1
and Port2 together with the electric field in the design domain
is recorded, reversed in time, and used to feed the adjoint
system [48]. The gradient of Wi,n can be computed by using

∂Wi,n

∂σe
= −�3

N∑
m=1

E N−m
e

E
∗m− 1

2
e + E

∗m+ 1
2

e

2
�t (32)

where e is the index for an arbitrary Yee edge inside the design
domain, N is the number of time steps in the simulation, Ee

is the discrete electric field obtained by the FDTD solution
to (1), and E∗e is a discrete adjoint electric field obtained by
solving the adjoint system. Compared to (32), the gradient
expression of W� includes one additional term that can be
explicitly computed (see Appendix B). Thus, for any number
of design variables, the computation of the objective function
gradient requires only two FDTD simulations. The flowchart
in Fig. 3 summarizes the optimization algorithm.

IV. NUMERICAL RESULTS

We design a transition between a WR42 waveguide with
a cross section 10.668 mm × 4.318 mm and an SIW with
ws = 5.5 mm, q = 0.6 mm, and d = 0.4 mm, as shown
in Fig. 1. The three-layer substrate comprises two Rogers
RO4350B substrates (cores) and one FR4-substrate (prepreg).
The cores have the height hc = 0.254 mm, dielectric constant
εc = 3.66, and loss tangent tan δ = 0.0037 at 10 GHz.
The prepreg has h p = 0.48 mm, εp = 4.2, and tan δ =
0.015 at 10 GHz. The estimated thicknesses of the copper
sheets are 18 and 35 μm for the inner and outer sheets,
respectively. At Port2, we terminate the SIW by using a smooth
sidewall of length l p = 2q , as shown in Fig. 1(a), where the
dielectric substrate is assumed loss-free. For the WR42 and
the SIW, the dominant TE10 mode propagates between the first
and second cutoff frequencies, which are 14.05 and 28.10 GHz
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Fig. 3. Flowchart of the optimization algorithm.

for the WR42 and estimated to be 15.09 and 30.18 GHz for
the SIW [49], respectively. The frequency band of interest is
18–28 GHz.

In the FDTD simulations, we use � = 0.0508 mm and
�t equals 0.85 of the Courant limit. As an excitation sig-
nal, we use a sinc signal truncated after seven sidelobes to
modulate a 23-GHz carrier and cover the frequency band of
interest. The computational domain is terminated by a uniaxial
PML in the y and positive z directions. The FDTD code
is implemented to run on graphics processing units (GPUs),
and the computations are carried out on nodes equipped with
NVidia V100 GPUs and 64 GB of memory. For the chosen dis-
cretization, the number of design variables is 105 960, which
corresponds to the interior Yee edges in the design domain �.
The simulation time of one FDTD simulation is approximately
3 min. To compute the objective function gradient, we store
the electric field in the design domain at each time step both
for the original and the adjoint-field problems. For the chosen
discretization, this field storage requires at most 52 GB of
memory.

Typically, in topology optimization problems, a uniform
initial distribution of the design variables is used. However,
the current problem setup entails the nonuniform sensitivities
of the objective function to the design variables. More pre-
cisely, the SIW is connected along the sidewall of the RWG.
This setup makes the objective function severely sensitive to
design variables near the interface between the transition and
the SIW compared with design variables at other regions in
the design domain. Starting with a uniform distribution in this
case, the design algorithm removes any material at the inter-
face between the SIW and the transition region and converges
to local optima with poor performance. This may be explained
as follows. At the beginning of the optimization, the trans-
mission term |W̃−2,1| is very small. Based on the logarithmic

Fig. 4. Initial design variables and its corresponding filtered designs over
the three-layer design domain, arranged from bottom to top.

Fig. 5. Development of the objective function, the three terms comprising
the objective function, and their sum versus the number of iterations.

function in (31), the contribution of |W̃−2,1| to the objective
function gradient is inversely proportional to its amplitude.
Therefore, the transmission term |W̃−2,1| is prioritized at the
beginning of the optimization. One way to maximize |W̃−2,1| is
to remove lossy material from the path of the signal between
Port1 and Port2. In other words, the algorithm quickly drives
toward a lossless design close to this interface, which increases
the likelihood of becoming trapped in a poor local optimum.
Therefore, to help the design algorithm in avoiding such poor
local optimum, we chose to start the optimization with the
initial design and its corresponding filtered designs shown
in Fig. 4. By this choice, the initial design contains regions
with good conductor (black color), good dielectric (white
color), and intermediate material (gray color). Note the choice
of a good conductor of the bottom layer that connects to the
SIW at the left side.

Fig. 5 shows the progress of the objective function and
its components versus the number of iterations. The objective
function is monotonically decreasing. There are some jumps
between the consecutive subproblems where the number of
filter cascades is decreased. As can be noted from the objective
function curve, there are 14 subproblems, and the algorithm
converged after 177 iterations. The GCMMA used a total
of 398 solutions of Maxwell’s equations to evaluate the
objective function and the required gradient information during
the optimization process, that is, on average, the GCMMA
used 2.25 calls to the Maxwell solver per iteration. Energy
balance (26) shows that the sum of the loss term plus the
reflected and transmitted energy term should be constant, up to
the minor approximation of ignoring the mixed energy term.
Fig. 5 reveals that the evolution of the sum � of the absolute
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Fig. 6. Filtered (physical) designs at iterations 1, 45, 89, and 177.

Fig. 7. Transition I. (a) Final optimized design. (b) Scattering parameters
of the design compute by using the FDTD method and compared with the
CST package. (c) Input impedance of the transition seen from the SIW side
and from the RWG side compute by using the FDTD method, regarding the
first propagating mode. The modal impedances inside the SIW and the RWG
are given as references. The vertical dashed lines mark the frequency band of
interest 18–28 GHz.

values of the objective function components stays essentially
constant. The slight decrease during the iterations, less than
2%, is likely due to the increase in dielectric/metallic losses
W c+W d in the SIW as the amplitude of the waves transmitted
through the device increases.

Fig. 6 shows the filtered designs at selected iterations,
depicting the evolution of the layout of the three layers. Note
the large areas of gray at the early stage of optimization,
that the amount of grayness successively decreases, and that
finally small details and crisp boundaries between a good
conductor (black) and good dielectric (white) appear.

Fig. 7(a) shows the final optimized copper distribution over
the three layers. We denote this design as Transition I. Fig. 7(b)
shows the computed scattering parameters of the final design.
The computed scattering parameters are cross-verified by the
commercial CST Microwave Studio package. The optimized
transition has a reflection coefficient |S11| below −10 dB over
the entire frequency band of interest and −15 dB over 90%
of the frequency band of interest. Moreover, the computed
transmission coefficient |S21| is above −1 dB over the entire

Fig. 8. X-ray image (side view) of a manufactured transition showing the
different types of vias.

frequency band of interest. The slight differences between
the computed results by our FDTD method and by the CST
package could be ascribed to differences in geometry descrip-
tion of the two methods. We remark that the insertion loss
includes the losses of a 10-mm RWG and a 9.0-mm SIW that
are used as waveguide ports. Fig. 7(c) shows the computed
input impedance of the transition seen from the SIW side and
from the RWG side, regarding the first propagating mode.
The modal impedances of the SIW and the RWG versus
frequency are given as references in Fig. 7. Note that these
impedances are not normalized with respect to η, in contrast
to the discussion in Section III-A.

V. STACK-UP AND MANUFACTURING PROCESS

The optimized transitions were fabricated in a back-to-back
configuration by Rohde & Schwarz, Teissnach, Germany.
Therefore, two Rogers RO4350B cores with a thickness
of 254 μm each were stacked on top of each other with
three prepreg layers (490 μm in sum) in between. The
expected fabrication tolerance in shaping the boundaries of
the optimized copper sheets is ±10 μm, which is much
smaller than the spatial discretization step used in this article
(� = 50.8 μm). The blind vias limiting the SIW were
drilled into the bottom Rogers core before the lamination
process. Afterward, thru-hole vias limiting the cavity below the
RWG were drilled. The special blind vias connecting copper
layers 1–3, and hence limiting the cavity in the top core and the
prepreg material, were carefully drilled such that the bottom
core remains unaffected. Due to constraints of the fabrication
process, we use blind vias with a diameter d = 0.8 mm and
a center-to-center separation q = 1.2 mm. A manufacturing
tolerance in drilling the blind vias height is expected, which
is further investigated in Section VI. In the last step, a silver
coating was added by chemical deposition. The manufacturing
process was validated by the X-ray image shown in Fig. 8.

VI. MEASUREMENT RESULTS

The measurements of the back-to-back transitions were
performed with an Agilent PNA-X N5244A vector network
analyzer (VNA) and used the setup shown in Fig. 9. Before the
actual measurement, the VNA was calibrated in the frequency
range of interest with the short, line, and through method at
the end of the waveguides. Fig. 10(a) shows a photograph
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Fig. 9. Measurement setup for determining the S-parameters of the back-to-
back transitions.

Fig. 10. (a) Photograph of the manufactured back-to-back prototype
of Transition I. (b) Measured and simulated scattering parameters of the
back-to-back prototype. The vertical dashed lines mark the frequency band of
interest 18–28 GHz.

of the manufactured back-to-back prototype. Fig. 10(b) shows
the measured scattering parameters of the manufactured back-
to-back prototype together with the CST simulated results.
There is a good match between the measurements and the
simulated results. The measured |S11| is essentially below
−10 dB and the |S21| curve is above −2.5 dB over the entire
band of interest 18–28 GHz. We remark that these scattering
parameters correspond to the two transitions and a 16-mm
SIW section in between.

As a second numerical experiment, we solve the
optimization problem (31) with the RWG rotated 90°
around its axis, that is, the center of the SIW is aligned to the
center of the broad sidewall of the RWG (see Fig. 1). We solve
the optimization problem with the same settings as in the
previous case. Fig. 11(a) and (b) shows the initial and final
designs, respectively. We denote this design as Transition II.
The computed scattering parameters of the final design are
shown in Fig. 11(c). Fig. 11(d) shows a photograph of the
back-to-back prototype. The measured back-to-backscattering
parameters, cross-verified with the CST simulations,

Fig. 11. Transition II. (a) and (b) Initial and final optimized design,
respectively, when the RWG is rotated by 90° around its axis. (c) Simulated
scattering parameters of the transition compute by using the FDTD method
and compared with the CST package. (d) Photograph of the manufac-
tured back-to-back prototype. (e) Measured scattering parameters of the
back-to-back prototype.

are plotted in Fig. 11(e). The design is essentially symmetric
around the SIW axis. We note a decrease in the measured
|S21| at the lower side of the frequency band, which will be
discussed further in the following.

As a final experiment, we solve the previous problem
when the SIW–RWG interface is moved to the edge of the
RWG broad sidewall. In this case, the RWG is rotated 90°
around its axis, and the sidewall of the cavity region and
the sidewall of the SIW are aligned. Fig. 12(a) and (b)
shows the initial design and final optimized design for the
new configuration. We denote this design as Transition III.
The computed scattering parameters of this configuration are
shown in Fig. 12(c). The transition has a computed |S11| below
−15 dB and |S21| above−1 dB over the entire frequency band
of interest. Fig. 12(d) shows a photograph of the manufactured
back-to-back transition, and the measured scattering parame-
ters are shown in Fig. 12(e). The manufactured back-to-back
prototype shows |S11| below−10 dB and a corresponding |S21|
above −2.5 dB over the entire frequency band of interest.

We assess the impact of the manufacturing tolerance of
the blind vias on the performance of the three presented
configurations. We define a parameter ht that varies between
zero and h p; ht = 0 indicates a direct contact between the
blind vias and the second copper foil, and ht = h p indicates
an open wall between the transition cavity and the prepreg
layer [see Fig. 1(b)]. Fig. 13(a)–(c) shows the change in the
scattering parameters of the three configurations when the
parameter ht varies from 0 mm to 0.411 mm with a step of
0.067 mm. The results of the first configuration (Transition I)
presented in Fig. 13(a) show the smallest changes in the
scattering parameters as the connection of the blind vias and
the ground plane is perturbed. Fig. 13(b) shows that the second
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Fig. 12. Transition III. (a) and (b) Initial and final optimized design,
respectively, when the SIW–RWG interface is moved to the lower side.
(c) Simulated scattering parameters of the transition compute by using FDTD
and compared with the CST package. (d) Photograph of the manufactured
back-to-back prototype. (e) Measured scattering parameters of the back-to-
back prototype.

Fig. 13. Sensitivity of the scattering parameters to connection tolerance of
the blind vias of (a) Transition I (see Fig. 7), (b) Transition II (see Fig. 11),
and (c) Transition III (see Fig. 12).

configuration (Transition II) is sensitive to tolerances in the
blind vias both at the lower and upper frequencies inside
the frequency band of interest. Fig. 13(c) shows that the
third configuration (Transition III) exhibits small changes in
its scattering parameter only close to the lower frequencies.
Based on this assessment, we anticipate that the discrepancies
between the simulations and the measurements in Fig. 11(e),
at the lower frequencies, can be attributed to the manufacturing
tolerance of the blind vias.

Fig. 14. Sensitivity of the scattering parameters of Transition I (see Fig. 7)
under ±10% perturbations in (a) heights and (b) complex permittivities of the
cores and the prepreg substrates.

The performance of planar devices is sensitive to the para-
meters of the hosting substrates. Here, we demonstrate the
impact of the substrates parameters on the scattering para-
meters of the optimized transitions. We perturb the thickness
and the complex permittivity of the employed substrates by
±10% of their design values. For brevity, we demonstrate
this study on Transition I. Fig. 14(a) shows the change in
the scattering parameters of Transition I under �h = ±10%
perturbations in the thicknesses of the cores and the prepreg
substrates. Compared to the reference design (�h = 0),
the 10% increase (decrease) in the thicknesses of the substrates
improves the transition performance at the lower (higher)
band edge, while the performance slightly deteriorates at the
higher (lower) band edge. On the other hand, the increase
(decrease) in the value of the substrates’ permittivities only
shifts the transition performance toward lower (higher) fre-
quencies, as shown in Fig. 14(b). At the center of the frequency
band of interest, the performance of the transition is less
sensitive to perturbations in the parameters of the substrate.
Overall, the differences between the curves for the different
perturbations in Fig. 14 are significantly larger than the differ-
ence between the two curves for the simulated and measured
scattering parameters in Fig. 10.

VII. DISCUSSION

Table I summarizes and compares our results with other
state-of-the-art approaches. It can be seen that many published
devices show low insertion and return loss but are either
difficult to align or very costly even for a high-volume
market. In some of the use cases, they may still be feasible,
due to their low losses; however, high effort and cost is a
knockout criterion for low-cost applications, such as industrial
radar systems. Furthermore, the transitions proposed here are
comparably insusceptible to alignment tolerances. With the
measurement results of two transitions with different SIW
lengths, the insertion loss of a single transition was determined
to be less than 1 dB in the given frequency range.

For the optimization of the three configurations presented
earlier, each layer starts with one block of material. Then,
the algorithm is able to modify the boundaries of the initial
design, create new blocks of material, or split the existing
ones. (That is, the final topology—how parts are connected—
can drastically be changed compared to the initial design.)
Changes of such design features can be difficult to achieve
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TABLE I

COMPARISON OF DIFFERENT SIW-TO-RWG TRANSITIONS

by the so-called shape optimization methods, where only the
boundaries of a given shape are allowed to be modified.
However, pixelating the design domain into a checkerboard of
binary design variables and employing stochastic optimization
methods such as genetic algorithms, it would be possible,
in principle, to carry out a similar task as here. Unfortu-
nately, stochastic optimization methods are computationally
prohibitive to use for a large number of design variables;
for such methods, the number of calls to the Maxwell solver
is around two-to-three orders of magnitude higher than the
number of design variables [45], [50]. Note that the current
design problems involve 105 960 design variables, and they
are solved using less than 400 calls to the Maxwell solver
with our gradient-based approach. We remark that the current
problem setup and its solution by the topology optimization
approach could be extended with little effort to cover other
frequency ranges.

VIII. CONCLUSION

This article presents a multilayer topology optimization
approach to design planar transitions between an SIW and
an RWG. Time-domain solutions of Maxwell’s equations
combined with boundary conditions based on the modal field
analysis make it possible to efficiently simulate for wideband
properties. The high dielectric constant and the complexity of
the structure at the transition region make the device subject to
develop in-band resonances during the optimization. Adding
the minimization of the ohmic losses in the structure to the
formulation of the objective function makes the final design
less prone to the resonance issue. The algorithm optimizes
the portal and in-domain quantities and reveals nonintuitive
topologies. The effectiveness of the optimization algorithm is
demonstrated through the optimization of the transition for
different configurations with excellent results for each case.

APPENDIX

A. In-Band Resonance

This section presents two examples that illustrate the
in-band resonance issue that typically appears if the ohmic
losses’ term is not included in the optimization problem
formulation. Fig. 15 shows the final design and the scat-
tering parameters when the same problems as presented
in Fig. 7(a) and (b) are solved by the optimization algorithm
without including the term W̃�. We note the presence of two

Fig. 15. (a) Final optimized design when the loss term W̃� is not included
in the optimization problem of the configuration presented in Fig. 7(a) and
(b). (b) Scattering parameters of the optimized structure.

Fig. 16. (a) Final optimized design when the RWG is rotated by 90° around
its axis and W̃� is not included in the optimization. (b) Scattering parameters
of the optimized structure.

in-band resonance close to the frequencies 21 and 23 GHz.
Similarly, Fig. 16 shows the results of solving the same
problem as shown in Fig. 11, but without including W̃� in
the optimization. Here, we observe two prominent resonances
close to the frequencies 19 and 25 GHz. These results suggest
that adding the minimization of W̃� to the optimization
problem formulation makes the final design less prone to
in-band resonances.

B. Derivatives of Ohmic Losses

In this section, we present an adjoint system that allows
the computation of the derivatives of the ohmic losses with
respect to the conductivities. Let δσ be a perturbation of the
conductivity σ . By differentiating the objective function (24)
with respect to the conductivity, we obtain

δW� =
∫

�

∫ T

0
E2 δσ dt d�+

∫
�

∫ T

0
2σE δE dt d� (33)
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where δW� and δE are the first variations of W� and E,
respectively. The evaluation of the first term on the right-hand
side of (33) is straightforward when the electric field at the
domain � is available from the original system (1). The second
term can be evaluated by solving

∂tεE∗ + σE∗ − ∇ ×H∗ = 2σ
←−
E (34a)

∂tμH∗ + ∇ × E∗ = 0 (34b)

over the analysis domain and the time interval (0, T ), where←−
E is the electric field of the original system reversed in time,
that is,

←−
E (t) = E(T − t). The adjoint system (34) allows

replacing the second term on the right-hand side of (33) by∫
�

∫ T

0
2σE δE dt d� =−

∫
�

∫ T

0

←−
E E∗ δσ dt d�. (35)

The electric E∗ and magnetic H∗ fields of the adjoint system
have zero initial values, and the adjoint system is comple-
mented by the same boundary conditions as the original sys-
tem (1). The right-hand side of (34a) represents an excitation
to the adjoint system. We remark that this excitation has a
nonzero value only at the design domain �. The detailed
derivation of the adjoint system is similar to the one by
Hassan et al. [48] and is not presented here for brevity. The
directional derivatives of W� can be written as

δW� =
∫

�

∫ T

0
E2 δσ dt d�

−
∫

�

∫ T

0

←−
E E∗ δσ dt d�. (36)
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